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Preface

This book is written for a variety of people involved in one way or another with power
supplies and power systems. The primary audience consists of practicing power supply
designers, people who have been in the field between 2 and 20 years: for them, Practical
Design of Power Supplies is just that, a compendium of important knowledge needed on a
daily basis. Too often, practicing engineers spend their days rushing about putting out fires
(sometimes literally!), and don’t have the time to dig through obscure manuals and
references to obtain the information that would make life easier. For them, this book sets
out exactly what they need to know to make a good power supply, with very detailed
examples making it almost easy to do.

Practical Design of Power Supplies should also benefit skilled technicians in the
field, those who have observed that doing this fixes that, but without knowing just why. I
have tried to set everything out clearly, both the why and the how to—even those with
dozens of years of experience will find things of interest. In particular, 1 have tried to
encapsulate items of immediate practical use in a series of boxed Practical Notes and
Safety Tips throughout the book; these features tell you things that will immediately make
your work easier. There is also an appendix that defines every acronym used in the book,
and a few of the symbols.

I have avoided making this a cookbook, since there are so many ways of making a
workable design, and there are so many different circumstances: there are clear explana-
tions of why things work, which enable you to make the right choices based on your own
particular circumstances. Neither is this book full of long mathematical derivations, except
in the part of Chapter 6 on closing the loop, where some mathematics is essential. My goal
throughout has been to concentrate on the practical aspects of design, how to really do
things that work and how to make practical measurements.

The book’s examples all come from the field of low to medium power supplies (say
IW to 10kW), since that is where my experience lies. However, much of the material is
applicable to higher power systems, and I hope will benefit practitioners there, too. Finally,
I have intentionally avoided the subject of computer simulations (except for a brief

xv
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Preface

example in Chapter 6), feeling that this subject, treated properly, would require its own
book.

I have greatly benefited over the years from the wise advice and unshakable good
humor of my friend Stan Canter, one,of the unsung heroes of the field. I wish to thank
Anatoly Shteynberg and Ericsson EUS for providing the opportunity to present some of
this material in an earlier form as a series of lectures, to Steve Cartier for explaining the
mysteries of the telephone to me, and Chae Lee and Siliconix for patience during the
writing process.

Ron Lenk
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Introduction

This book is targeted at designers of power supplies in the low to medium power mnge,
roughly defined as W 1o 10EW! 1T you are in this group, vou probably already have some
experience with converters, at least to the extent of realizing that thene are many differend
kinds. (Chapier 2 on topology talks aboud the various iypes ) There is an excellent reason
for havimg many differend kinds, rather than having all power supplies be mere varations
of parameter values on a gingle type. This reason is twofold: the wide vanicty of sources
from which converiers are expected to run, and the similardy wide vanety of loads
comverters are expecied fo provide power fo. Unless you have spent many vears designing
coiverers, you probably don’t realize how Iruly diverse these two groups are—his is one
of the things that makes power supply engineening Far more challenging than, sy, digital
design. To start of this book, then, examples of sources and londs, both commion and hess
&0, dre presented in some detail, to gove you a feel for the soris of thing you may encounter,
The samgles here are of course pol exhaustive, bul rtber represent sorme ol the
foccasionally not w0 pice) experiences of the auithos 0 the power ranges under considers-
thn; wou can start yoar own collection. Don't take these discussions to be compeechensive,
as some of the sources and lpads have o large liderature sfached to them: rather, this
miaterial s ivtended to give the flavor of the sons of environment in which power supplies
often need 1o operme

This introductory chapter abso makes 8 few comments on lab safery. This is a subpect
that seems to be always ignored both i the lab amd in texts, or an least pushed o the side
when fime becomes short; and yvet it & of crigical imporance both to you and the people
who work for you, and for visitors o aneas in whisch wour lab work is taking place, Make
sure 1o fake the time to read i



2 Chap. 1 B Introduction

SOURCES
Lab Supplies

Everybody uses lab supplies to begin development work on a new converter. Still, there are
a few surprises to be had, even with these supposedly ideal sources.

The most obvious difference between lab supply types is between old lab supplies
and new: you can easily tell which is which because the old ones seem to weigh a million
pounds. The reason for their great weight is that there is a big hunk of steel inside, acting
as a 60Hz (or 50Hz) transformer. The old lab supplies then act by linear-regulating the
voltage down, and end up with a really big capacitor [10s of millifarads (sic) and more].
The rest of the volume of the supply houses a fan to keep the linear regulator from burning
up. This reliance on steel guarantees that some supplies that are old now will still be
around when you’re ready to retire! They just never seem to break; the author is personally
aware of labs with quite a few old lab supplies dating from WW 1I.

New supplies are (almost) invariably based on switching regulators. (The caveat is
for the arena of lab supplies that are required to be extremely free of electrical noise—these
still tend to be linears, but usually only low power ones.) The switching regulator design
makes them of course vastly lighter than their older counterparts, but does leave them
prone to the ills that afflict switchers, a subject that will be recurring throughout this book.
For one thing, although they also usually sport large output capacitors, any switching
regulator can be made to oscillate if you attach enough capacitance to its output. The
manufacturer’s intent, of course, is to have the output capacitance of the lab supply
dominate anything you may reasonably hang on the lab supply’s output, and the internal
control loop is compensated to provide stability with this capacitance; but if you put
enough extra capacitance there, eventually the loop will break up and the supply will
oscillate. The 60Hz transformer style supplies seem to be immune to oscillations in
practice, although it ought to be possible to make a linear regulator oscillate too; maybe it’s
just really difficult to hang that much capacitance there.

Another problem for lab supplies is 60Hz (line) feedthrough. Here, switchers are
much better, because they have gain at 60Hz, which radically reduces the amount of 60Hz
signal that appears on their outputs. Also, newer switchers are better than older ones, as
some of the older ones were actually thyristors whose control was based on line phase
angle; these tend to have much more 60Hz noise than modern switchers using MOSFETs
with high bandwidth control loops. The old linear supplies relied on their gigantic output
caps to filter the ripple, but it could still be quite a nuisance.

One other area where sometimes the old linears are better exemplified is when you
need to parallel two or more supplies to get up to the current level your application
requires. (This of course requires remote sense to work at all, regardless of the type of
converter.) With the old converters, the noise is all at 60Hz, and each converter produces
the noise in phase with all the others, since it’s just feedthrough from the line. Though
additive, the noise at least has a well-defined spectrum. With switchers, there never seems
to be a synchronization pin when you need it, so that each switcher runs at its own
frequency. If you're unlucky, these frequencies may be fairly close together, and then you
may get beats between the frequencies of the various paralleled converters at a low
frequency. This is definitely undesirable for attempting to debug a new converter design.
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AC Mains

When you plug the toaster in, the bread gets brown. If only it were so simple for
electronics! The AC mains is actually a wide assortment of power types, with numerous
types of problems. Being able to really guarantee that a power supply is going to work
successfully and have a long life running off the mains requires a lot of work, and lots of
research into relevant (national and international) standards. Perhaps this shouldn’t be too
surprising, when you remember that there are engineers who spend their entire lives
working on it!

The most obvious difference between various AC mains is the different frequencies.
In the United States the line is at 60Hz; in Europe it’s 50Hz. Actually there’s also a
tolerance to these numbers, so if you'’re designing a supply for international use, it needs to
work down to 47Hz, and in the United States up to 63Hz. This tolerance is necessary
because the electric companies won’t guarantee that their big turbines will always run at
exactly the same speed. The requirement to work at 50Hz (really 47Hz) translates into
considerably bigger capacitors than would be needed if the design only has to work at
60Hz.

There are lots of different mains voltages around. In this country, 1 10VAC (some-
times 120VAC) is the usual for wall outlets, but there’s also 208 VAC (for your washer),
480VAC three-phase (for industrial sites), and 277VAC (for fluorescent lighting, though it
also runs off 120VAC, depending on the building). Then in Europe there’s 230VAC. .. and
in Australia it’s 240VAC! Let’s not forget the cable TV coax, which distributes what’s
called 60VAC but is really a quasi—square wave of pretty high impedance, with a peak-to-
peak value of about 120V.

These are just the nominal values; each mains has all sorts of tolerances as well.
Taking the 110VAC as an example, anything from 95V to 135VAC may be considered to
be within normal range for a power supply to operate in without degradation of
performance. Then there are sags and brownouts—basically the power supply has to be
able to avoid damaging itself for any voltage from OV up to nominal (use an undervoltage
lockout to accomplish this). Also, it may be required to provide uninterrupted power even
when its input disappears for several line cycles of 60Hz. (The only way to do this is with
lots of capacitance or a battery; if the supply is power factor corrected, the capacitance has
to be on the output, making it even bigger.)

Then there are overvoltage conditions. There are lightning strikes, which may be
6000V at an impedance of 2Q, both line to line and common mode (see Chapter 9 on EMI
for these concepts). The types of lightning come in two flavors, a short one (1.2us rise time
and 50us decay time), and a much higher energy one that decays in 1ms. There are also
transients: the line can go to 750V for a half-line cycle! (This is a requirement for certain
telecommunications supplies; the regulatory agency is anticipating that a high voltage wire
will fall across the mains during a storm, and it will take some time for the circuit breaker
to act.)

This short account doesn’t even scratch the surface of the numerous problems a
power supply faces when attached to the line. Altogether, the AC mains is an extremely
nasty environment, and it can easily happen that as much time is required to make a supply
robust and able to pass all the national safety requirements (and which of course are
different in each country) as is needed to design the whole rest of the supply.



Chap. 1 H Introduction

Batteries

Batteries represent something utterly outside the ken of most power engineers, since they
involve chemical reactions and metallurgy. Indeed, when you talk with experts in
electrochemistry, it turns out there’s plenty they don’t understand either. Compared with
batteries, the AC mains is understandable, if nasty. Let’s try to collect some of the basics
here, to let you know some of the questions to ask when faced with designing a supply that
will run off a battery.

First off, the author’s pet peeve: batteries are NOT gigantic capacitors. Although you
can put energy into a battery and get it back out, application of a sine wave will reveal that
there is no phase shift between voltage and current. Batteries also are not much good as filters,
as we’ll discuss in a moment. So let’s talk about what batteries are, at least as sources; what
they look like when sinking current is discussed below in the section on loads.

A battery consists of a number of cells, usually, though not always, connected in
series. It’s useful to bear in mind the terminology: a cell is the basic unit of the battery,
while a battery consists of one or more cells connected together.

Warning! Don't attempt to hook up cells in parallel to form your own battery, as this
can be dangerous. Have the battery manufacturer configure the cells into the battery
voltage and capacity you need. This caution is unnecessary if you have ORing
diodes, and for series cell connections.

A single cell is basically a chemical reactor of sorts. It typically consists of two
metallic plates, with some sort of conductive path between them, which can be either
liquid or solid depending on the particular chemistry used. The key aspect of this
arrangement is that it has a reversible chemical reaction dependent on electricity (for
rechargeable, or “secondary” cells; the nonrechargeable ones are called “primary”). When
you put electricity in by attaching a source to the two metal plates (which are the cathode
and anode), there is a chemical reaction that causes some of the material to change
chemical state; this stores energy. When you attach a load, the chemical reaction goes
backward toward its original state, releasing electricity again.

What batteries look like as sources depends on what frequency is being considered.
Let’s start with the highest frequencies and work our way down. At typical converter
switching frequencies, 20kHz or more, batteries look like open circuits, because they have
some small amount of inductance associated with their terminals, internal plates, and so
on; also, chemical reactions take a finite amount of time to occur, and so present the
equivalent of some impedance. For example, a NiH (nickel-hydrogen) cell may have
something like 200nH inductance; a battery of five of these cells in series (to get the
voltage up to 6V) would have about 1uH. At a switching frequency of 200kHz, this is
about 1Q2. Thus, you can’t assume that a battery is going to sop up all the switching ripple
your converter is generating; it is actually usually necessary to put some capacitors in
parallel with the battery!

Looking now at lower frequencies, say 1kHz down to a few hertz, there are a lot of
nonlinearities due to the chemical processes. As you draw increasing current out of the
battery, the voltage drops (the relationship is approximately a hyperbolic sine). Figure 1.1
shows a nominal current—voltage curve of a 12V NiH battery. Nominal voltage is 12V, and
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Figure 1.1 Typical /-V characteristics of a 12V battery.

current coming out of the battery is defined to be negative. At small currents drawn from
the battery, there is a voltage drop at the battery’s terminals that is approximately like a
resistor: doubling the current doubles the voltage drop. At higher currents, the voltage drop
becomes relatively less, until (not shown in the figure) you can pull quite gigantic currents
out of the battery before the terminal voltage reaches 0V. (DON’T TRY THIS—if you
short a battery, it may explode!) The author saw test results on a NiH cell that produced
1500A short circuit!

The relationship between current pulled from the battery and output voltage is
dependent on temperature, and also on how much charge the battery has left. And you can
damage a battery if you try to pull too much current out of it. You can damage almost any
battery if you try to pull current out of it below its rated operating temperature; for
example, sealed lead-acid batteries don’t work very well much below —10°C, which is
why your car doesn’t want to start when it’s cold.

Continuing down in frequency, on the time scale of minutes to hours, the capacity of
a battery is measured by manufacturers by how many “amp-hours” of charge it has
(current x time = charge). Confusingly for power supply designers, this has no simple
relationship to how much energy you can get out, which is not equal to the capacity times
the output voltage; unfortunately the output voltage depends on the current being pulled!
The behaviour of every one of these parameters is described in curves from the
manufacturer, but the curves never seem to cover the operating point at which you’re
actually operating. Lots of interpolation and hope are required; it’s almost always
impractical to do your own tests on batteries. And it should be borne in mind that each
manufacturer makes batteries a bit differently, so you can’t assume that just because two
batteries have the same chemistry and amp-hour rating, they’re going to have the same run
time in the field.

Another phenomenon in this approximate frequency range is self-discharge. If you
leave a charged battery sitting around, it will gradually lose its energy all by itself, without
any load attached. The time required to lose a substantial portion of the stored energy varies
widely depending on chemistry, from 24 hours for NiH to years for some lithium batteries.

Finally, on a scale of years, after many charge/discharge cycles, the battery will no
longer store its rated capacity. This time, which may be considered end of life for the
battery, depends on how it is operated: how many charge/discharge cycles it’s undergone,
how deep the discharges were, and so on. Even a battery used only for backup, and so
being “float-charged” (always held fully charged) will need to be replaced in 5-10 years.
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Every type of battery chemistry—lead-acid, NiCd (nickel-~cadmium), zinc-air,
whatever—has its own set of characteristics. So you get the idea: you could spend a
lifetime studying batteries. The best plan is to find a manufacturer who is willing to work
closely with you and lean heavily on that person’s technical expertise.

Solar Cells

Yet another entertaining power source is solar cells. A solar cell is a diode that produces a
current when exposed to visible light. Actually all ICs respond to light (this is why an
EEPROM can be erased by UV), but solar cells are optimized for producing a maximum
output of electricity per unit light exposure. The current is produced at a voltage with
characteristics pretty much like that of a regular rectifier, if you imagine it putting out
energy rather than dissipating it. It thus has an /-V curve that is logarithmic in current, as
idealized in a typical curve shown as Figure 1.2. Note that contrary to the way you at first
expect, this curve shows current versus voltage, not the other way around. This is standard
for solar cells. If you use this curve to determine power output as a function of current
(power = current x voltage), you find (see Figure 1.3) that there is some curent at which
output power is maximum,; of course it is not at open circuit, because then current is zero,
nor at short circuit, since then voltage is zero. A converter always needs to operate on the
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Figure 1.2 Typical I-¥ curve of a solar cell.
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Figure 1.3 There is a peak in the delivered power from the solar cell.
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left side of this peak power point, so that pulling increasing current will produce increased
power. If you ever go beyond the peak power point (to the right), the system becomes
unstable: if the converter wants to pull more power, it pulls more current, which reduces
delivered power, causing it to pull more current, etc. That is to say, it falls down the curve.
Finding the peak power point and ensuring that the system doesn’t go past it is always a
major challenge for designs utilizing solar cells.

Some types of converter utilizing solar cells act as a flyback; that is, the current is
shorted to ground for some duty cycle and then released to power an inductor during the
remainder of the period. This brings in another difficult aspect of solar cells: being
semiconductors, they have a voltage- and temperature-dependent capacitance. This
capacitance produces a momentary surge of current into the shunting device until it is
discharged. Then, of course, the voltage doesn’t come right back up, it ramps up while
recharging the capacitance! This time to recharge is typically a few microseconds, and so
sets a maximum switching frequency for the attached flyback converter.

High Speed Requirements

Many people have by now heard about requirements on power supplies for micropro-
cessors running at 3.3V: the data sheets are calling out a load step of up to 30A/ps. So
referring to Figure 1.4, let’s suppose the load changes from no load to 7A: this takes less
than 1ps. If your switching supply has a bandwidth of 20kHz (no mean feat), it still takes
something like 1/20kHz = 50pus to change to the new load level, and so you have a deficit
of approximately (7A/2)50us = 175uC to support. If you need 2% tolerance on the 3.3V
line, which is 66mV, you need 175uC/66mV =3mF (sic) of capacitance to hold up the
output during the transient!

It is worth observing that you can’t just stick a 3300uF capacitor in this job either,
you have to parallel multiple smaller caps. This is because the initial voltage drop on the
bus (see Figure 1.5) is going to be due to ESR of the caps, not bandwidth limitations of the
converter: you need 66mV/7A =9mQ of ESR maximum. If each cap has about 100mQ
ESR, you need at least 11 caps in parallel to achieve this, so maybe 330pF tantalum chip
caps would be a good choice here. Of course, this calculation assumes that the connection
from the output of the converter to the load has no resistance and no inductance—if there’s
any trace length, you need even better power supply performance!

Another assumption in this calculation is that the large-signal response of the
converter is adequate, also. This is discussed in detail in Chapter 6 on stability, but
basically you have to make sure that the error amplifier has a slew rate adequate to track
the small-signal response of the converter; this may not always be true. The large-signal
bandwidth of the converter can’t be greater than the small-signal bandwidth, and if there is
inadequate slew rate, it may be considerably smaller.

This sample calculation makes it clear that having wider bandwidth converters and
higher speed amplifiers is essential to keeping converter size down. In industry today, this
is the dominant reason for continuing to push to higher switching frequency converters
(since bandwidth can’t exceed roughly half the switching frequency). Certain actually
working converters now switch at 2MHz, and have bandwidth of over 100kHz.
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Figure 1.4 A 7A load step in less than |us at ¢ =20ps.

Low Noise Requirements

A load that again requires some thought is the low noise load. The power supply engineer
should not be surprised to see a requirement for an output that requires, say, ImV, ripple
noise. (This is in addition to the transient response mentioned in the preceding section).

Practical Note Somehow these ultralow noise requirements often seem to be on one
of the outputs of the same converter that is also expected to provide 10A at 5VDCto a
tankful of TTL ICs. Before spending weeks in the lab working on complex filters, it's a
good idea to go talk with the users and make sure they really need that low noise:
maybe they just didn’t want to bother thinking about it and hadn't realized that their
casual spec would make you go prematurely gray.
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Figure 1.5 Response of bus voltage.

A common load that does require low noise is an rf (radio frequency) power
amplifier—for example, as used in a cellular phone. The converter provides both gate and
drain voltage to the amplifier (the amplifier is basically a FET). If there is ripple on these
voltages at the switching frequency of the converter, the output of the amplifier will also
have ripple, since the output power is determined by the gate and drain voltage—indeed,
changing these voltages is the usual method of controlling the power level. Since the
output of the amplifier is rf, the ripple shows up as sidebands on the carrier frequency. It’s
easy to see that you don’t want any ripple (or harmonics), since this would create
sidebands that would be demodulated as a signal by the receiver.

Both the ripple, which is due to the peak-to-peak inductor current times the ESR of
the output caps, as well as the switching noise, which is due to transition times of diodes
and transistors, have to be considered to meet low noise requirements. At these levels, it is
no longer practical to try to get a big enough inductor and enough output caps in parallel:
the only choices turn out to be a linear post-regulator or extra filter poles following the
main converter.
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The linear postregulator is never very desirable because it is inefficient. The extra
filter poles mean specifically an extra L and C following the main output filter as shown in
Figure 1.6. The only tricky part is deciding what to do with the feedback loop to the
converter. The simplest solution is to continue to use feedback from the main converter
output cap; the converter then sees only two poles and is easily stabilizable regardless of
how large the additional filter is. However, the response of the additional filter is now
uncontrolled, and it will probably ring when excited by a step load, defeating its purpose.

Main converter Additional
inductor e fiter ...
'Y 9 Output

Main converter
output cap

lll-—' Hl
H

Figure 1.6 Low noise output can be achieved with an additional LC filter.

A better choice is to get the converter feedback at the output of the additional filter.
This introduces two extra poles, making the converter unstabilizable if the poles are too
low in frequency.

Practical Note A good choice is to make the resonant frequency of the additional
filter approximately 10 times higher than the bandwidth of the converter. This then
gives little phase shift for the compensation to deal with (see Chapter 6), and may still
give adequate attenuation at the switching frequency. Generally, the inductance
should be made small and the capacitance large, to decrease the converter's output
impedance.

Practical Note You usually end up with quite small inductance required for this type
of post-filtering, perhaps some hundreds of nanohenrys to a few microhenrys. Instead
of trying to use a ferrite bead, which has trouble supporting DC current, try using one
of the small MPP toroids as a bead, making it a single turn by just passing the output
bus through it.

The worst load will occur when you need fast transient response and low noise
together; then you will have to combine techniques from both these sections, and can
expect to spend a lot of sweat on it.

Batteries, Again

Batteries were unpleasant sources, so, just as you would expect, they are unpleasant loads,
too. The first thing about them is pretty obvious: when you need to charge a battery you
can’t just apply a voltage to it, because the amount of current the battery takes is
exponential in the voltage. You need to have a way of controlling the current.
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The way charging current is measured in databooks (discharge current is measured
this way, too) is in terms of “C.” This is best elucidated with an example: a 20A-h capacity
battery is said to be being charged at C/5 (no one says 0.2C for some reason) if the current
into it is 4A (20/5 =4). That is, the 1C rate is a current that would nominally recharge the
battery in 1 hour (20A x 1h =20A-h). Notice that “C” is a current, measured in amps;
the capacity of the battery is measured in amp-hours, making its units charge.

To get a battery fully recharged, (don’t ever discharge a primary battery to zero, it
damages the battery), you need to first recharge it at a relatively high rate. (How high? The
higher the charge rate, the more inefficient the recharging will be, because the battery will
actually warm up. If you don’t expect to use the battery soon in the system—for example,
if it’s used in a standby application—C/20 is a good choice.) After recharging to maybe
80-90% of capacity, you can taper the current off, that is, reduce the charge rate, to get
back to a fully charged state. You usually don’t want to continue charging at the high rate
for this last portion of charge because this can cause the battery to heat. Keeping up the
high charge also makes it difficult to know the actual state of the battery, since the
“resistance” of the battery means that the terminal voltage will be higher when a lot of
current is being pumped in. Some types of battery can be severely damaged by being
overcharged. Because of the inefficiency of the chemical reactions inside the battery, you
typically have to put 5-10% extra charge in beyond what you took out. Actually, the
battery self-discharges, so you have to keep on putting a little bit of current in forever, even
when you don’t use the battery.

This last state, called trickle charge (or float charge), is usually done with a voltage
rather than a current, because the amount of current required can be so small as to be hard
to measure. A typical float-charge regime for a 12V, sealed lead—acid battery might be
13.6V +30mV (T — 25°C)+0.2V; in a fully charged battery, this may correspond to a
rate of C/1000, a few milliamps.

So handling a battery properly requires fairly good measurement of current (down to
milliamps and up to several amps), and voltage (200mV/13.6V =1.5%), and long
integration times (keeping track of current for a 20-hour recharge). This application
cries out for a microcontroller in your converter. Are you ready for this?

Telephones

Telephones, which have been around for 100 years, were designed with large pieces of
steel and copper in mind, not semiconductors. They are powered by the phone line, not by
the local mains, which is why your phone continues working when the lights go out. They
are thus typically located hundreds of meters away from their power supply, which
introduces substantial resistance and inductance between the supply and the phone.

A telephone can be modeled as having three different states: either it is not in use, or
it is ringing, or else it is off-hook and in use. These three states have different
characteristics, and the characteristics of each are (naturally) different in each country.

To appreciate how hard it is to drive a telephone in the ringing state, consider some
sample numbers. In the ringing state, a phone looks like a resistor in series with a
capacitance, and it has to be driven by a low frequency sine wave. This sine wave has to
have a minimum voltage at the phone of 40V ¢ (in the U.S.) or 35V s (in Germany); in
reality, the voltages required from the supply are considerably higher because the output of
the supply is divided down by the various line impedances before it reaches the phone.
U.S. phones are approximately 7kQ in series with 8uF, and are driven with a 20Hz sine
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wave. German phones look like 3.4kQQ in series with 850nF and are dniven with 25Hz.
Phones in France are required to be more than 2kQ and less than 2.2pF, and can be driven
at either 25 or 5S0Hz, depending on whether the driver is differential (“balanced”) or not.
Electronic phones can be almost any load whatsoever, from 6k to 60k or more! And yet
the power supply has no way of knowing which of these telephones it will be powering,
unless it is tailored for each country individually; indeed a supply running five phones
needs to be able to power both conventional and electronic types simultaneously.

A quick calculation [yc =1/(2n x 20Hz x 8pF) = 1kQ < 7kQ] shows that U.S.
phones, because of their large capacitance, are dominantly resistive, whereas German
phones [yc =1/(2n x 25Hz x 850nF) =7.5kQ > 3.4kQ)] are dominantly capacitive.
French  phones  [yxc=1/(2n x 25Hz x 2.2uF) =2.9kQ > 2kQ, while 3¢ =
1/(2n x S0Hz x 2.2uF) = 1.45kQ < 2kQ] can be either resistive or capacitive! Thus
the power supply has to be able to produce this high voltage sine wave into a load that
may have either 0° or 90° of phase shift. When you add in cabling inductance, it turns out
the load could even be inductive and have a —90° phase!

As if this weren’t nasty enough, when you are talking on the phone, it looks like a
pure 200Q resistance. So here you are driving a 120V, sine wave into a reactive load, and
when the user picks it up, suddenly it becomes a 200 resistor! Of course, the supply must
quickly change its drive—otherwise it would be supplying huge power (a single supply
should be able to power five phones). But because of the differences in phones of different
types, the same measurement technique can’t be used even to determine when the phone
has been picked up. In the United States, for example, they look for a certain level of
current (since it is mostly resistive), but in Germany, with the big capacitor, there is no
substantial change in current (although there is in power), so they look for a phase change.

Fluorescent Tubes

Fluorescent tubes are another unusual type of load, driven by a special type of power
supply called a ballast. Tubes come in quite a variety of types, the ubiquitous 4-foot-long
ones you never pay attention to overhead, 8-foot-long ones you see in supermarkets,
circular ones, cold-cathode types you use on your desk, sodium lamps in parking lots, etc.,
etc. They all have different characteristics to contend with, but the fundamental distinction
among them is whether or not they have heated filaments. Those that don’t have heated
filaments require only a single pair of wires; those that do work basically the same, but
require in addition extra pairs of wires for the filaments. Since the two types are otherwise
similar, this section concentrates on tubes with heated filaments.

A fluorescent tube can be thought of as similar to a vacuum tube, except it’s not a
very good vacuum. The glass tube has some gases in it (such as argon), and a drop of
mercury liquid, which vaporizes when the tube is working. The glass in turn has some
phosphors coating its inside (similar to a television tube). The tube works when a voltage is
applied across the gas from one end to the other. (There is actually a cathode and an anode,
but since fluorescent tubes are usually operated with AC, this is an unimportant distinction.
AC is used rather than DC so that both ends have a chance to be the anode, reducing wear
on the electrode.) The voltage is enough to cause the gas to ionize, which is to say, it forms
a plasma. Getting a headache yet? The plasma gives off UV light, which the phosphor
coating on the glass changes into visible light. Altogether, this is not a real efficient
electrical process, but it is substantially more efficient than what normal incandescent
bulbs do, which is to make a piece of metal so hot that it glows.
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Safety Tip Since fluorescent tubes contain mercury, which is highly dangerous, don't
go smashing fluorescent tubes! Leave them intact to be handled by those who know
where to dispose of them without contaminating either people or the environment.

When a fluorescent tube has been off for a while, it requires a high voltage to get it
started (because the mercury is liquid). In this state the tube is a high impedance. Cold
cathode types (i.e., those without heated filaments) just require this high voltage to be
applied for a certain length of time, after which they turn on. Those with a filament require

"their filaments to be heated, preferably for several hundred milliseconds prior to applica-
tion of the high voltage; failure to preheat seriously degrades the life of the tube. The
whole electronic ballast industry got off to a bad start because early electronic ballast
designers overlooked this fact.

After the filaments have been heated and the high voltage has been applied, the tube
turns on. In this state, it is approximately like a zener: passing double the current through
the tube changes the end-to-end voltage perhaps [0%. Of course, passing double the
current the tube is rated for almost doubles the light output, but it also degrades the life of
the tube.

In this on state, the filaments still have to be heated, but with considerably less power
than during preheat. Since the filaments are basically just pieces of resistive wire, this can
be accomplished by reducing the filament voltage.

Other Converters

The most common type of load for your converter is another switching converter. The
troubles potentially associated with having two converters in series are discussed in some
depth in Chapter 6 on stability. Here it is sufficient to state that two converters, each of
which is individually stable, can both oscillate if attached in series! The reason has to do
with the negative input impedance of a switching converter, that is, increasing the input
voltage causes the input current to decrease, because the converter is a constant power
load. It is well known that negative impedance loads are used in oscillators of many types
(intentional or unintentional).

SAFETY

Power supplies often generate high voltages, or work off an AC mains. The author feels
very strongly that he would be remiss not to at least touch on a subject that is often ignored
in labs under the pressure of schedules: personal safety.

To start off with a true horror story, the author was once in a lab working on 277VAC
when one of the engineers accidentally touched this voltage inside a circuit he was
probing. The engineer fell backward over the chair he was sitting on, crashed to the
ground, and lay there twitching uncontrollably for 2 minute or more. Falling over probably
saved his life, since it disconnected his hands from the line.

The important thing to know is that (aphoristically) current is what kills, not voltage.
If more than a few milliamps passes through your heart, it can fibrillate (stop beating).
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How much current is required depends on all sorts of factors (How humid is it? Are your
palms sweaty?), but here is the practical safety tip:

Safety Tip If you're working on anything higher than 5VDC, keep one hand behind
your back (e.g., hold onto your belt). This prevents current from flowing into one hand,
through your heart, and to the other hand to complete the circuit.

All the time people tell me that this rule is too conservative: It’s only 12V! It’s only
60V! It’s only 120VAC!—(Someone actually told me this last one.) But you can actually
get a nasty jolt from a 1.5V D-cell, if you go about it right. It’s better to be safe.

For the same reason, you don’t want to have a good conducting path to ground:

Safety Tip Wear shoes with rubber soles in the lab. This prevents current from
flowing into your hand, through your heart, and down your leg to ground, completing
the circuit.

Did you know that the metallic case of an oscilloscope is attached to the ground of
the BNC inputs? In many labs people look at signals that are not ground-referenced by
floating the oscilloscope, that is, defeating the three-wire connection on the oscilloscope’s
power cord by using a “cheater” to convert it to a two-wire connection. Unfortunately, the
oscilloscope’s case thus sits at the potential at which the probe ground is attached, just
waiting for someone to come along and get a shock by touching it. (The 10MQ impedance
of the probe is in the signal path; the ground connection is a short.) There’s a good reason
that the plug is three wire, and as power engineers you should be the most familiar with it.

Safety Tip Buy an isolator for the oscilloscope, and throw away all cheaters. The
isolator allows each probe’s ground to be at any potential. If you are trying to use
cheaters because of perceived noise in the system, you'd better look at system
grounding rather than covering it up. (Try connecting all the ground posts of the
different instruments together, and attaching them to the converter’s return at only a
single point. Also try attaching all instruments’ power cords to the same power strip.)
You can now get isolators with bandwidths up to 50MHz, and isolation of 1500V, more
than enough for most power work.

Buying isolators for each oscilloscope in the lab may seem expensive at first, but
management will become very receptive to the idea as soon as they hear the words
“wrongful death lawsuit”.

Another practice to be careful about is leaving a power supply running while you go
out of the room to do something else. It is a particularly bad idea to leave a power supply
running overnight, as in a burn-in test. There’s always a VP walking through at such a time
who feels obliged to stick a finger in; or else, have you thought about the janitorial staff
sweeping the floor and snagging a dangling line?
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Safety Tip If you're not present, the power supplies you work with should either be
off, inaccessible, or surrounded by a barrier. A plastic link chain would be good. Or
how about a piece of magnet wire strung in front across two chairs? A warning sign
would be a nice addition (not replacement), and maybe you can make it multilinguat
and graphically enhanced (with a skull and crossbones).
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Practical Selection
of Topology

INTRODUCTION: THERE ARE HUNDREDS OF TOPOLOGIES!

Before you can begin any sort of design work on a converter, you have o select o topology,
This 15 a really imporant task, as all other design selections depend on it component
selection, magnetics design, loop compensation, and so on; if the topelogy changes, these
muest change &s well. So before getting started, it's always a goed ides to spend some time
carcfully looking ai the power supply requirements and speciflcations o ensurne that a
proper topology is selected.

Biut how 10 choose? Some books on power supplics are nothing but compendiums of
dozens of topologies, cach with a few paragraphs describing the gencral idea of how the
topelogy works, but little or nothing about the pros and cons of cach, and certainly without
guidance as 1w how io select one out of the many. [ndeed, it has been shown in recent
classification papers (sce, eg., Ref 1) that resonant topologies alome number in the
hundreds!

I this chapter, we're going to do it more practically, We're going 1o mention ondy the
half-dozen or so topologies that are most commonly used in the kow to medium power
range, and clearly spell out their pros and cons, This book can't give absohrte guidelines
about which topelogy 1o use, because in fact you can mzke almest any of them work for a
given spplication, but it will give strong opinions about which topalogies not 1o use when,
and the ressons why. In the first section on general considerations, we list the vanous
crileria you need fo consider when selecting a topology. The remainder of the chapler
dizcusses the common topalogies and some of their aspects vig-A-vig the eriteria,
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GENERAL CONSIDERATIONS
Step-Up or Step-Down

One of the very first things you need to think about to select a topology is whether the
output voltage or voltages is (are) higher or lower than the input voltage, and whether this
is true over the whole range of input voltages. For example, the buck converter can only
step down the voltage; so the output voltage has to be less than the input at all times.
(Details about the various types of converter mentioned in this section can be found in the
sections of the chapter below.) If you have a 24V input that you want to step down to 15V,
that’s fine for a buck; but if the 24V actually has a range from 8V to 80V (as in MIL-STD-
704A) then you can’t use a buck, because you can’t have 8V in and 15V out.

Practical Limits on Duty Cycie

Furthermore, there is a practical limit to how large or small a conversion ratio (output
voltage divided by input voltage) can be achieved with a switching converter. First, the
achievable duty cycle (definition: duty cycle = on time/switching period of a switch) for a
converter has both a maximum and a minimum limit. In some topologies, you can’t go
above 50% duty cycle. In any case, commonly available PWM ICs often don’t guarantee
that they can reach duty cycles above about 85%. And in any case, many of them also
don’t function properly below about 5% duty cycle; which at reasonable switching
frequencies is just as well, for you can’t drive the gates of MOSFETs fast enough to get
reasonable losses.

EXAMPLE

If your switching frequency is 250kHz, the period is 4us. At a duty cycle of 10%, the on-time of the
MOSFET is only 400ns, and if it takes 100ns to turn on the MOSFET and another 100ns to turn it
off, almost all the period is eaten up in transitions, making for a lossy converter.

Practical Note Don't plan on running duty cycles outside the limits of approximately
10% minimum or 80% maximum (45% maximum for converters with a theoretical
maximum of 50%), without taking special precautions (type of IC used, high current
gate drives, etc.).

There is a way around the limitation in duty cycle just illustrated: by using a
topology that has a transformer, you can achieve a greater conversion ratio by a factor of
the turns ratio. However, there are limits even to this. If the turns ratio becomes extremely
large, the gross mismatch in wire gauge between the primary and secondary makes the
transformer difficult to wind.

Practical Note In general, transformers should have a maximum primary to second-
ary turns ratio of 10:1 or a minimum of 1:10. If you need to get really high voltages
from a low voltage, or vice versa, you should think about either a two-stage converter
or a voltage multiplier on the secondary.
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How Many Qutputs?

Closely connected with the question of duty cycle is the need to determine how many
output voltages are to be generated. For example, if the answer is anything other than
“one,” a buck isn’t suitable. Other practical limitations with some types of converter
(concerning how many outputs should be planned on) are discussed below.

In the general sort of case, you may find that there are ways around such limits. For
example, it may be possible to postregulate an output to generate another voltage. A
common example might be a buck converter which produces a + 5V output, and then uses
a linear regulator (or even another switcher) with the + 5V as input to generate +3.3V. The
losses associated with this may be justifiable due, for example, to transient or noise
requirements on the additional line.

In the worst case, it may make sense to design two separate converters, rather than
trying to design and produce extremely complex magnetic pieces with large numbers of
windings. Indeed, some of the worst converters the author has ever had to deal with (from
the standpoint of producability and maintenance) have been multiwinding units, whose
designer thought a few pennies could be saved by using a single PWM IC instead of two,
and instead ended up spending dollars trying to make a very complicated transformer. The
cost of magnetics should be considered up front, before any design is done, to avoid
getting trapped with this problem.

Isolation

Another question that should be asked up front is whether primary to secondary isolation
is required. There are all sorts of safety rules in the commercial world (as well as EMI
questions, considered below) that may make isolation necessary. A typical example might
be that the input has SO0VAC applied to it relative to the output. But as soon as you know
you need isolation, a number of topologies are immediately ruled out, that is, anything
without a transformer (buck, nonisolated flyback, etc.).

EMI

Hopefully you’ve been lectured often enough, “Think about EMI from the start of the
design, don’t wait till the converter’s already designed to start looking for Bandaids.”
Topology can have a lot to do with success in EMI. To start with the most basic aspect, if
you have a nonisolated system, you have no common mode noise, since there is no third
wire involved in the system! (EMI has a special chapter, Chapter 9, that explains these
concepts in detail.) This makes filtering easier on you, the designer, if not easier overall.

Furthermore, some topologies are inherently more noisy than others. A distinction is
to be made between topologies that disconnect the input from the converter during some
portion of the period (and thus necessarily have discontinuous input current), and those
that don’t; the latter are easier to filter because the current has “less sharp edges.” Among
the latter, we distinguish those that operate in discontinuous mode from those that operate
in continuous mode (this concept is discussed below), since the discontinuous operation
also results in some portion of the period when the input current goes to zero; by the same
reasoning, continuous mode will be easier to filter.

An example of a converter that disconnects the input is a buck, since when the
switch is open, input current is zero. A nonisolated flyback always has the inductor
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connected to the input, but whether the input current is continuous depends on whether the
flyback is being operated in continuous or discontinuous mode.

1 recommend against using any of the topologies that claim they have no input
ripple. Experience shows that they generally have very expensive magnetics.

Bipolar versus MOSFET versus ?

This question of what switch to use isn’t directly related to topology selection, but should
be considered up front also. The reason is that different types of devices have very different
types of drive requirement; driving a bipolar transistor can be so hard that you will want to
limit yourself to a single-switch topology. As of the date of writing, in the low to medium
power range covered by this book, MOSFETs are used at least 90% of the time, both in
commercial and military work. Indeed, except for special reasons, you should simply plan
on using MOSFETs.

One of the special reasons is cost. For really high production quantities, a bipolar
may still at times be cheaper than a MOSFET. However, a bipolar usually means a lower
switching frequency than a MOSFET, and so the magnetics will be larger. Where does the
cost advantage lie? You will have to do a detailed cost study to find this out.

You may also weigh the possibilities of a bipolar design for high input voltages, such
as in 277V off-line conversion, or in a converter such as a push—pull, where you get double
the input voltage, plus transients. You can get a 1500V bipolar, but the maximum
MOSFET voltage is 1000V. Of course, for this you might consider an IGBT, which is
industry standard for off-line these days. Unfortunately, although these transistors are
driven like a MOSFET, you are then back to bipolar switching speeds again.

Continuous and Discontinuous

Continuous or discontinuous refers to the current in the inductor: in a discontinuous mode
converter, the inductor current goes to zero at some time during the period. Stated
differently, the difference between continuous and discontinuous mode is that to have
continuous mode, you have to have enough inductance that at minimum load (including
any preloading) there is still inductor current flowing at all times. In equations:

] VoulT(l - D)
load.min = f

where Tis the period and D the duty cycle, and we have assumed that the forward voltage
drop of the rectifier is small compared with the output voltage. Of course, if minimum load
current is zero, you necessarily have discontinuous mode (except see below).

Practical Note The key thing is to choose either continuous or discontinuous; don’t
allow the converter to be sometimes one and sometimes the other depending on the
load. This can make it difficult to stabilize the loop.

An exception to this general rule occurs with synchronous rectification. A converter
using synchronous rectification is always in continuous mode. Thus, no minimum
inductance is required.
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Synchronous Rectification

In many applications nowadays, converter efficiency is (almost!) more important than cost.
Indeed, looked at from the consumer’s viewpoint, a more efficient but more expensive up-
front converter actually is cheaper, because the cost of downtime can be so high: an extra
half-hour of compute time on a laptop computer, for example, would certainly be worth an
extra dollar in the power supply.

When efficiency is important, it certainly pays to consider the use of a synchronous
rectifier, that is, a system in which the function of the output rectifier is accomplished by a
switch, invariably a MOSFET. Many ICs available today will drive both a main switching
FET and a synchronous rectifier as well, so this can be far less painful than it was just a few
years ago, when a second drive had to be developed using discrete components.

A further reason to consider using synchronous rectification is that as noted above, it
converts a (potentially) discontinuous mode operation converter into a continuous mode
operation. This is because evenat no load, the current can flow in either direction in the inductor
(because an “on” MOSFET can conduct in both directions). Using a synchronous rectifier,
then, relieves you of having to worry about changing modes (which can be bad for converter
stability, see Chapter 6), or about minimum inductance to ensure continuous operation.

One small downside to synchronous rectification deserves mention here. The main
switching MOSFET has to be off before the synchronous rectifier is turned on, and vice
versa. If this detail is neglected, there will be shoot-through: the input (or output) voltage
will have a direct path to ground, engendering very high losses and potential failure.
During the interval of time when both MOSFETs are off, the current in the inductor has to
flow somewhere. Generally, the body diode of the MOSFET should not be used to carry
this current, because this diode has a very long reverse recovery time. Suppose the body
diode is intended carry the current while the MOSFETs are off. While the body diode is
recovering, it acts like a short, so there is once again a path from input (or output) to
ground, giving rise to shoot-through. To get an idea of the potential for trouble here,
consider Figure 2.1B.

The bottom line is that it is necessary to have a schottky diode in paraliel with the
MOSFET’s body diode, to carry the current during the time when both FETs are off. (The
schottky has a much lower V; than the body diode, and so carries essentially all the current;
the reverse recovery time of the body diode depends on its previous forward conduction
current, which is therefore negligible.)

+V +V
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Figure 2.1 (a) Nonsynchronous converter uses a diode, whereas (b) a synchronous
converter uses a MOSFET.
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Voltage Mode versus Current Mode

You might observe that the distinction between current mode control and voltage mode
control has not been mentioned in this list of things to consider up front. This is because
this is really a control issue; most every topology can have either type of control. There is
one point, though, on which there can be significant effects of selecting one or the other: if
currents are high, current mode is going to require sensing the current with either a resistor
(which will dissipate a lot of power) or a current transformer (which costs money). As a
mitigating factor, though, this sensing makes overcurrent limiting straightforward. So for
higher powér outputs, it’s worth thinking about this choice as well.

Conclusions

The more you know about the system in which your power supply is going to be operating,
the better you can make design choices up front. And making proper choices at the
beginning is vastly less costly and time-consuming than trying to make fixes later.

Practical Note Make yourself a checklist from the specification sheet for the
converter, and go through each of the items above. You'll often find that you come
down to only one or two possibilites for a topology based on these constraints, and
then topology selection may be easy, based on cost or size. For convenience, Table
2.1 summarizes the various choices talked about in this section.

TABLE 2.1 Topology Selection Checklist

1. Step-up or step-down. Is the input voltage always higher or always lower than the output? If not, you can’t use
a buck or non-isolated flyback.

2. Duty cycle. Is the output voltage different by more than a factor of 5 from the input voltage? If so, you
probably will need a transformer. Calculate duty cycle to ensure that it doesn’t have to get too small or too
large.

3. How many output voltages are required? If more than one, a transformer may be required, unless you can
postregulate. Large numbers of outputs suggest more than one converter may be a good choice.

4. Is isolation required? How much voltage? Isolation necessitates a transformer.

5. What are the EMI requirements? Tight requirements suggest staying away from topologies with discontinuous
input current, such as a buck, and choosing continuous mode operation.

6. Is cost so paramount that a BJT might be a choice? Or if off-line, an IGBT? Otherwise, plan on MOSFETs.

7. Is the supply required to operate with no load? If so, choose discontinuous mode—unless the answer to
question 8 is yes:

8. Can synchronous rectification be afforded? This makes the converter continuous regardless of load.

9. Is the output current very high? Then it might be good to use voltage mode rather than current mode.

THE BUCK TOPOLOGY

Turning from generalities to specific converters now, it is assumed that you know what a
buck converter looks like. A sample is shown later (Figure 6.17). Instead of being yet
another compendium of topologies, this section, and those following it on the other
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topologies, concentrates on practical difficulties with each topology, and some possibilities
for circumventing them. Concentrating on the problems up front will enable you to make a
better selection of topology, by highlighting areas that will consume much of your time in
the design and debugging phases.

Limitations

As mentioned under General Considerations, there are a number of limitations to the buck
topology that need to be addressed at the start.

1. Although a buck converter is conceptually clean in having only an inductor and
no transformer, this means in turn that it’s not possible to have input-to-output
isolation.

2. The buck can only step down the input voltage: if the input is ever less than the
desired output, the converter won’t work. (However, see the section below on the
buck-boost.) You can use a buck to generate a negative voltage. Figure 2.2 shows
such a configuration. When the transistor turns on, current in the inductor ramps
up. When the transistor turns off, the inductor current is pulled from the output
capacitor, pulling it negative.

Positive Negative
voltage |- g » voltage
input ‘L__"LL K i output

Figure 2.2 Using a buck to convert a positive input voltage to a negative output voltage.

3. The buck only has one output. This is fine if you’re looking for a 5V-to-3.3V
converter, but unless you’re willing to contemplate a second stage of regulation,
such as a linear postregulator, the many applications in which you’re looking for
multiple outputs are ruled out.

4. Although the buck can be either continuous or discontinuous, its input current is
always discontinuous, meaning that during the portion of the cycle when the
transistor is off, the input current goes to zero. This makes the EMI filter larger
than it might need to be with other topologies.

Gate Drive Difficulties

Driving the gate of a buck can get to be quite a nuisance, not to say a problem. The trouble
is that to turn on an n-channel MOSFET, the gate voltage has to be at least 5V and more
likely 10V above the input voltage (respectively 1V and 5V for logic-level FETs). But how
do you generate a voltage higher than the input? The easiest way around this problem is no
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doubt to use a p-channel FET, so it can be turned on just by pulling the gate to ground.
Unfortunately, p-channel FETs usually have substantially higher Rpg on than n-channels
do, and cost rather more. Besides, the input voltage would have to be less than 20V to
avoid blowing out the gate, ruling it out in a number of applications. The reality of using
p-channel MOSFETs is this: with a pull-down resistor, you usually can’t get enough
switching speed on the gate for the efficiency you want, and you end up going back to an
n-channel after a few frustrating days of lab work.

Practical Note Except for very low input voltage converters, build your buck
converter with an n-channel MOSFET.

One common way to drive the gate is to use a gate drive transformer that isolates the
driver from the gate (Figure 2.3).

In Out

=t f
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T

)

To gate drive

Figure 2.3 Use of a transformer to drive a buck transistor.

The capacitor on the drive side of the isolation transformer prevents DC current from
flowing through the primary while the gate drive output is high. The capacitor and diode
on the other side restore the voltage to unidirectionality—otherwise a 12V drive on the
primary becomes a £ 6V drive on the secondary. The gate resistor is always necessary (see
the discussion in Chapter 3 on components), and finally, the gate—source resistor is just a
bleed: if the gate drive stops switching for some reason, the gate eventually turns off.

Practical Note Choose the two capacitors in this gate drive circuit to be at least 10
times bigger than the gate capacitance—remember that they form a divider with this
capacitance, and so this way you'll get at least 90% of the drive voltage on the gate.
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Although this system is relatively cheap and works well, it is limited in maximum
duty cycle because the transformer has to have time to reset.

A method that allows extremely fast gate drives utilizes a separate push—pull
housekeeping converter to generate a DC secondary voltage referenced to the source of
the MOSFET (F ground in Figure 2.4). It’s not necessary for this second converter to be in
a closed loop; if it comes from a regulated source, a fixed duty cycle converter works well.
You can then have a gate driver IC referenced to the source, and really drive the MOSFET
fast. Although I have used this circuit many times, it is somewhat expensive because of all
the extra parts needed. (You could use a 555 timer for generating the 50% duty cycle.)

——l i J_ i » Y'Y
F
Gate driver 15V with
respect to F
Y » ground
F
IF
Drive signal
+15V

LN

50% Duty cycle

Figure 2.4 Generating a floating supply to drive a buck transistor.

You also need a way of signaling the floating system to control the gate driver. The
signal of course can’t tolerate excessive propagation delay, ruling out slow optocouplers
such as the 4N48. To avoid having yet another transformer, I have found the HCPL2601
family of optocouplers to be excellent even for very high input voltages, because of their
excellent dV/dt rating.

THE FLYBACK
Two Kinds

There are two kinds of flyback, the nonisolated flyback (Figure 2.5) and the isolated
flyback (Figure 2.6),
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Figure 2.5 Basic nonisolated flyback Figure 2.6 Basic isolated flyback
topology. topology.

which we explicitly show to avoid name confusion (see below). To be absolutely sure, let’s
briefly describe their operation.

The nonisolated flyback turns on its switch for a fraction D of the switching period,
which, since it produces a voltage across the inductor, causes current to ramp up, storing
energy in the inductance. (More explicit details are given in Chapter 5 on magnetics
design.) When the switch turns off, the inductor current goes through the diode and into
the output capacitor and load.

The isolated flyback works entirely analogously. During the on-time of the switch,
energy is stored in the inductance of the primary. Looking at the dots on the transformer,
we see that when the switch turns off, the drain voltage rises above the input voltage,
which causes the secondary voltage to rise above ground; this turns on the diode, again
providing output current to the capacitor and load.

The nonisolated flyback has a single output (there’s no way to make more than one).
That output is not isolated from the input, and the output can’t be made less than the input
voltage—even if you turn the transistor completely off, the output will equal the input
(minus a diode drop). On the other hand, if all you’re looking for is a single nonisolated
output, this flyback has only a single-winding inductor to deal with.

The isolated flyback can have multiple outputs if multiple secondaries are put on the
transformer, and all those outputs can be isolated from the primary, and potentially from
each other. Further, the outputs can be made to have any value whatsoever, simply by
adjusting the primary to secondary turns ratio. The downside is that the magnetics is now a
multiwinding transformer (see below).

Name Confusion with Boost

Frequently people call the nonisolated flyback a “boost™ converter. The term “boost” does
not appear again in this book. The terms “nonisolated flyback” and “isolated flyback” are
consistently used to refer to the topologies shown in Figures 2.5 and 2.6. As discussed in
Chapter 6, the distinguishing feature of a flyback topology is that the magnetic structure
stores energy during a portion of the switching cycle; this is why we use the same name for
these two topologies.
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Practical Note Whenever you're reading something that refers to a “flyback” or
“boost,” look carefully at the schematic to see what topology is actually being talked
about. The literature is inconsistent, resulting in endless confusion.

Continuous versus Discontinuous

Both types of flyback can be run in either continuous or discontinuous mode. In a general
sort of way, though, a flyback is usually used to enable the converter to go to no-load
current without needing any preload. (At no load, the switch is simply turned off until the
charge on the output capacitor bleeds off, and then turns on again for a single pulse. This is
known variously as “pulse-skipping mode” and other similar terms.) For this no-load
operation to work, you need to operate in discontinuous mode, and as indicated before, it’s
best not to change modes because of difficulties in controlling the converter’s loop. The
most common operation of a flyback is thus in discontinuous mode.

Capacitor Limitations

When the flyback transistor turns off (see the discussion in the magnetics chapter, Chapter
5, for more on this), the energy stored in the primary inductance comes out on the
secondary winding(s). Since there is no inductor on the secondary, the full peak current
goes straight into the capacitor. At higher power levels, it can become quite hard to find a
capacitor with sufficient ripple current rating to handle this: remember that you have to
calculate the RMS current to know whether the capacitor can handle it. Suppose for
example that we are running a 5V output at 10A (this is about the limit for a flyback, see
below), and the duty cycle is 50% at this power level. The transformer has to deliver the
50W for the full period in just half the period (since the duty cycle is 50%), so the current
it delivers during the conduction time of the diode is double, 20A. So the RMS current is

Igms = /1(20A)" = 14A

This extremely high current will require paralleling many aluminum or tantalum
capacitors, or else the use of a high-priced MLC cap. Failure to get adequate capacitance
on the output of a flyback is a major cause of capacitor failure.

Power Limits

There is a maximum power that can usefully be used with a flyback, on the order of SO0W
for low voltage inputs. (You sometimes hear stories from people who say they built one at
500W, but they don’t tell you that it could never be made to work on the production line.)
In any event the power output is inversely proportional to the inductance; to get a large
power requires a tiny inductance (the math is detailed in the chapter on magnetics). By the
time you get up to 50W at a reasonable switching frequency, the inductance is very small
(the same order of magnitude as strays); this makes the design almost impossible to
produce consistently in production. For example, a slight change in the lay of the wires by
the magnetics vendor will affect the inductance enough to prevent you from getting
maximum power out. '
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Tip For low voltage inputs, limit flybacks to designs requiring less than 50W, some-
what more for high voltage inputs.

Practical Limits on Number of Outputs

Of course, for all converters, the transformer becomes more difficult to wind as you add
more windings to it. For an isolated flyback, however, this difficulty is crucial. The
regulation of each output depends on the leakage inductance of the winding, because the
leakage inductance subtracts from the voltage delivered to the output. So to get good
tolerance on the outputs, the leakages must be either negligibly small (almost impossible)
or the same from unit to unit, so that they can be compensated for. If you have multiple
windings, however, controlling (and even measuring and specifying) the leakage on each
winding is almost impossible. The author once saw an isolated flyback design with
(believe it or not!) 13 outputs. According to the designer, a flyback “was cheaper than a
forward because it didn’t need an inductor.” Unfortunately, after this was in production, the
vendor’s winding person (there was only one vendor, no one else wanted to touch it) left
the magnetics company, and thereafier no one else was ever able to wind the transformer in
a way that made the circuit work!

Practical Note If you need more than three or four outputs, don't use a flyback. It will
be cheaper in the long run to go to a forward.

THE BUCK-BOOST

“Buck-boost” is the standard name for what might be better called, in line with the
terminology used in this book, a “buck-flyback.” It’s not a very common topology yet, but
it has some advantages that suggest it will become increasingly used.

The buck-boost converter, as its name suggests, works as either a buck or a flyback,
depending on whether the input voltage is, respectively, higher or lower than the output
voltage. The great thing about this topology (Figure 2.7) is that this transition is
accomplished automatically, there are no discrete changes involved.

In the buck-boost, both switches are on at the same time, and both are off at the same
time. Consider first the case of the input voltage higher than the output. The top transistor

Figure 2.7 A nonisolated buck-boost.
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(see Figure 2.7) acts as a buck switch, with the grounded-anode diode as the freewheeling
rectifier. Since the bottom switch is on at the same time as the top switch, the full input
voitage is applied across the inductor, ramping up the current. When both switches tumn
off, the grounded-anode diode carries the current, and the other diode simply forward
conducts. This is thus a buck converter.

Next, suppose the input voltage is lower than the output. The ground-referenced
transistor now acts as a flyback switch, and the second diode acts as the freewheeling
rectifier. Once again, since both switches are on at the same time, the full voltage is applied
across the inductor during the on-time.

Observe what the description has said: in both cases, whether acting as a buck or
acting as a flyback, the full input voltage is applied across the inductor. But this means that
the same control circuit works for both “modes” and consequently the converter does rot
switch between modes; therefore, stabilization of the loop is straightforward!

Limitations of the Buck-Boost

As we would expect, the problems with the buck-boost are a combination of the problems
with the buck and the flyback. Acting as a buck converter, it has no input—output isolation,
and there is only a single output. Acting as a (nonisolated) flyback, there’s a maximum
practical output power. And finally, unless you can replace the (schottky) diodes with two
more MOSFETs to make the converter synchronous, there can be relatively poor
efficiency; but a driver with four outputs (perhaps a full-bridge PWM IC?) would be
required to achieve synchronous rectification. Still, the ability to work over a large range of
input voltages, and the appearance of ICs for controlling this topology, may make the
buck-boost an attractive choice.

THE FORWARD

Again, to avoid confusion with the term “boost,” when this book refers to a forward
converter, the topology illustrated in Figure 2.8 is always meant.

The forward works entirely differently from the similar appearing flyback. The key
point is noticing that the dots on the transformer now mean that the output diode is
forward-biased when the voltage across the primary is positive, that is, when the transistor
is on; a flyback’s diode is on when the switching transistor is off. Energy is thus not
(intentionally) stored in the primary inductance, as it was for the flyback; the transformer

Figure 2.8 Basic forward topology. =
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acts strictly as a transformer. When the transistor is turned off, the only energy stored is
that in the leakage inductance of the transformer; this is what causes the drain voltage to
rise above the input voltage, resetting the core.

Minimum Load

The forward is one of those converters mentioned at the beginning of the chapter that
requires a minimum load. The inductor has to be big enough to ensure that its peak ripple
current is less than the minimum load current. Otherwise it will go discontinuous, and the
output voltage will rise, peak detecting. This means that a forward converter cannot
operate with no load, because you cannot have an infinite inductance.

Practical Note A swinging choke, such as that produced with an MPP core, is an
excellent choice here. A swinging choke is one whose inductance decreases
gradually as the current through it increases. At minimum load, you get a lot of
inductance, keeping the core continuous, and at maximum load you still have some
inductance, but not as much; you allow the ripple to increase as the load current
increases, so that the inductor doesn’t have to be designed as physically big as would
be needed to maintain the full inductance at maximum load.

One commonly used way around a minimum load is to attach a small load resistor (a
“preload”) permanently at the output terminals, as a part of the converter itself. Then, even
when the external load is zero, the converter can remain continuous because it is still
supplying some minimum power to this resistor. Of course this eats up a certain amount of
power when the external load is above minimum.

Practical Note Schemes abound for turning off this preload as external load
increases. Very frequently, the result is oscillations: the preload turns off, then the
converter goes discontinuous, which causes the preload to turn on, and the converter
is continuous, causing the preload to turn off, etc. Just bite the bullet and accept the
small efficiency hit compared with the cost (and efficiency hit) of a much larger
inductor.

Leakage Inductance

Unlike the flyback, which uses its primary inductance to store energy, the forward really
has parasitic leakage inductance. When current is flowing through the primary, there is
energy stored in the leakage inductance, %L,eakage P. This energy has to go someplace. In
the simplest case, you just throw it away, either into an RC snubber, or into the transistor
itself, letting it avalanche. More sophisticated schemes recover more or less of the energy,
using an additional winding on the transformer (though this doesn’t work perfectly either
because of leakage!) or some form of switched reactance, often using another FET.
Regardless of what is done with the energy, it is a nuisance and to some degree an
efficiency hit; the best approach is to wind the magnetics in a way that minimizes the
leakage inductance.
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Summary

Because the forward doesn’t store energy in the transformer, it doesn’t have the limitation
that hinders the flyback in terms of power level; it also has an inductor, which smoothes the
current seen by the output capacitors. Forwards can be straightforwardly constructed at a
level of 500W or more. The main limitation of the topology eventually comes about, rather,
from the available size of MOSFETs. Increased power translates into increased currents,
and eventually losses in the MOSFETs become unacceptable. When this is the case, a
topology with more than one transistor to share the burden is desirable.

THE PUSH-PULL

There are two basic styles of push—pull converter, current-fed and voltage-fed. The
difference between them boils down to much nicer waveforms and operations in the
current-fed push-pull, but at the price of having a (sometimes rather large) extra inductor.

The push—pull is treated here, while the half-bridge isn’t, because the push—pull has
both its transistors ground-referenced. Although it was noted above that there are ICs
available that will drive high-side transistors for synchronous rectifiers, they tend to have
rather low maximum voltages. Since the push—pull and half-bridge use two transistors,
presumably they have been selected because the power level is higher than in single-
transistor topologies, which often means that the input voltage is higher. Driving a half-
bridge may thus get back into discrete parts to generate the floating gate drive; the push—
pull definitely has an advantage here.

Voltage-Fed

The voltage-fed push—pull converter works by having two transistors across a center-
tapped transformer (see Figure 2.9). They are operated 180° out of phase. This doesn
mean that each one is on 50% of the time, just that they have the same duty cycle, with one
going on half a switching period later than the other. If the left transistor in Figure 2.9 is
on, the right transistor is off. Looking at the dots on the transformer, this means that V, is
applied across half the transformer, and so 2 x ¥V, is applied on the drain of the off
transistor. Continuing with the left transistor on, there is a positive voltage applied to the
bottom diode, which is on, and the top diode is reverse-biased. Everything is then mirror-
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Figure 2.9 A voltage-fed push—pull.
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imaged when the right transistor is on; since the two transistors are on for the same amount
of time, if ¥, is constant during a switching period, the volt-seconds across the transformer
ideally sum up to zero, and the core operates symmetrically around zero gauss.

The biggest problem with this converter is the voltage rating needed by the
transistors, which is at least double the maximum V;,. Operating from a rectified 120V
line means that the transistors will see at least 2 x 120V =240V. In practice, the line can
be a very nasty place, as noted in Chapter 1, and so a 400V transistor might be a common
choice here. This high voltage rating in turn means that the Rpg ., is high, and so losses
may be higher than desired. And in any case, the V;, need only surge above 200V for one
switching period to blow out the transistors!

The other potential problem is that there must be a time (the dead time) between
turning off one transistor and turning on the other. If both transistors were on at the same
time, the transformer would be effectively shorted, and so the current would rapidly
increase, limited only by the leakage inductance—this is a common cause of failure. The
transistors must also be on equal amounts of time to avoid saturating the transformer; in
practice this is accomplished by using current mode control (see Chapter 5 for the concept
of saturation, and Chapter 6 for current mode control).

Current-Fed

The sensitivity to line voltage exhibited by the voltage-fed push—pull is obviated in the
current-fed push—pull because it has an inductor between ¥, and the transformer. Now
when the transistor turns on, it gets a current set by the inductor current, as shown in
Figure 2.10. This arrangement also gets rid of the problem of having to turn off one
transistor before the other turns on, since even if both transistors are on simultaneously, the
current is still limited by the inductor.

The downside of this converter is the addition of an extra inductor. Since this device
must both carry the DC current of the converter and provide sufficient inductance to act
like a current source during a switching period, it can easily grow to rather large (read
expensive) size for moderate power level converters.
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Figure 2.10 A current-fed push—pull.
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Transformer Utilization

1t should be observed that all the topologies discussed up till this section (the flyback, the
forward, and the buck-boost) utilize only half the magnetics’ cores: the flux density is
ramped up to a maximum value and then back down to zero, never going negative. The
push—pull utilizes the magnetics better, because the core’s flux density goes both positive
and negative, thus reducing the size of the magnetics for a given power level compared to
the single transistor topologies.

RESONANT CONVERTERS AND SOFT-SWITCHING CONVERTERS

For quite a few years now, everywhere you turn there have been articles about resonant
converters, how great they are, and how everyone ought to be using them. (The author
feels, however, that this fad is finally passing.) If you are one of the braver souls, perhaps
you’ve actually been in the lab, and spent several weeks or months trying to make a go of a
resonant converter.

By way of contrast, there seems to be very little heard about soft-switching
converters, and yet they seem much more practical; many of the converters in production
that are called resonant are actually soft-switching. Another name for soft-switching is
“quasi-resonant.”

As noted at the start of this chapter, there are hundreds of different topologies that
are resonant or soft-switching; for this reason, this section merely points to the sorts of
feature it might benefit you to investigate.

The Difference Between Resonant and Soft-Switching
Converters

A resonant converter is one in which the power waveforms (current and voltage) are
sinusoidal. This is accomplished by letting inductances form a resonant tank with
capacitances, the latter often (though not always) being parasitics. Switching occurs
when the voltage and/or current goes through zero, ensuring an almost lossless switch
transition. Resonant converters thus have had their main claim for usefulness in high
frequency converters, where switching losses can dominate on-state losses of the switches.
However, since switch transitions depend on the frequencies of resonant tanks, the actual
switching frequency of the converter varies, sometimes quite dramatically, usually as a
function of load and line.

A soft-switching converter is intermediate between a resonant converter and a PWM
converter. Any of the topologies described in the sections above can be made soft-
switching by suitable addition of components. A soft-switching converter always switches
at the same constant frequency, like a PWM, but it creates a tank circuit for a portion of the
switching period so that switch transitions still occur nearly losslessly.
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Why You Should Not Use Resonant Converters

Resonant converters have quite a number of problems. Not least among these is the
variation of switching frequency with load. In fact, for a common class of these converters,
minimum switching frequency occurs at maximum load, so that EMI filtering has to be
designed for the worst combination, minimum frequency and maximum current. The gain
in size from operating at a high switching frequency may be lost when a realistic converter
is designed including the EMI filter. The next time you are told about a resonant converter
that does 100W/in?, ask what the power density is when a noise filter is included!

An even more serious problem arises because of the common use of capacitive strays
as one of the elements of the resonant tank. This strategy almost can t be made to work on
a production line, although it’s great in the lab. The trouble is that these strays are not
consistent from device to device; they can even differ between two identical devices from
different manufacturers! This variation directly affects the operational frequency, which
affects the output caps, the EMI filter, etc. The only way around it is to parallel some
external capacitance with the parasitic, so variation of the parasitic is relatively unim-
portant. Unfortunately, this modification increases the tank period, and so the original
motivation, operating at a high frequency, is destroyed.

Why You Should Use Soft-Switching Converters

In contrast with resonant converters, soft-switching converters operate at a fixed frequency,
making their filtering requirements straightforward. They also typically use discrete
capacitors, and so have quite reproducible characteristics from unit to unit. Figure 2.11
shows a fairly standard implementation of a soft-switching forward converter, with a
sketch of a drain waveform.

Initially, the transistor is on, and the drain voltage is zero. When the transistor tums
off, the primary inductance of the transformer forms a resonant tank with the external
capacitor (in parallel with the drain—source capacitance of the MOSFET, but the external
capacitor is designed to be larger than the MOSFET’s capacitor). After completing a half-
cycle of the ring, the core is reset: the L and C values set the ring frequency, and the volt-
seconds required to reset the core determine then how high the voltage rings up. After the
half-cycle ring is completed, the drain voltage remains at the input voltage, since there is
now no energy stored in the transformer. It remains in this state until the transistor tums on
again.

p Draln waveform  Fioure 2.11 A quasi-resonant or soft-switching
= forward converter.
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What distinguishes this converter from a resonant converter is that it is still pulse
width modulated: the transistor has a constant switching frequency. Of course, the
capacitance and the inductance still have to be chosen carefully. If they are too big, the
(half) period will exceed the switching period, and the core won'’t reset; if they are too
small, the drain voltage will go excessively high, to get the necessary volt-seconds in a
very short time. Even so, there is wide room for variation of the stray components within
which the converter will work normally.

It may be noted that when the transistor turns on, the capacitor energy is dissipated
into the MOSFET. If the capacitor is sufficiently small, however, this may not be too
terrible. For example, if the capacitor is 100pF, the input voltage is 50V, and the switching
frequency is 500kHz, the power lost because of the capacitor is only P= (%) x 100pF x
(50V)? x 500kHz = 63mW.

Indeed, the only bad thing about soft-switching converters is the apparent dearth of
ICs designed to operate them, although something can be rigged from a PWM designed to
operate a synchronous rectifier. Perhaps as the word gets out (and certain potential patent
issues become clarified) ICs implementing soft-switching will become common—at that
time, they will make an excellent choice.

COMPOUND CONVERTERS

A compound converter is any converter that has two (or in theory more) stages in series. It
is distinguished from merely two series converters in that there is usually only one control
loop for the whole system. For example, one possible compound converter consists of a
front-end buck operating from 160VDC followed by a push—pull (see Figure 2.12). The
buck operates closed loop to produce an approximately fixed output voltage (say 50V); the
push—pull operates at a fixed duty cycle to step down the voltage (say to 5V). The loop is
closed by sensing the 5V output, and using its error signal to control the duty cycle of the
buck. Thus, although the push—pull is seemingly operated open loop (since it switches at a

~50V

160V-j
T 1 1

PWM

I 50% Duty cycle
e

Figure 2.12 A compound converter consisting of a buck followed by a voltage-fed push—
pull; the buck’s output capacitor serves as the push—pull’s input capacitor.
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fixed duty cycle) it is actually just a gain block inside the control loop, which is closed
around it (in the example shown in Figure 2.12, it has a gain of 1/10 = —20dB).

In some cases, the two converter stages may share components; in the example just
given, the output capacitor of the buck is also used as the input capacitor of the push—pull.
It is easy to imagine other combinations in which an inductor could be shared instead. As
with the resonant and soft-switching converters, there are a large number of possible
combinations for compound converters; instead of attempting an enumeration, I'll
comment about when they might be useful.

When to Use Them

As the example given shows, having a compound converter is useful when you want to get
a lot of step-down or step-up. It’s already been mentioned that there are practical limits to
the duty cycle you can get from a PWM, and to the size of the turns ratio you should try for
on a transformer. If you need to make a voltage conversion beyond what’s feasible within
these limits, a compound converter offers a way to considerably extend the transformation
range available.

A compound converter might be desirable, as well, when you need to get a fairly
large conversion ratio (of input to output voltage) in a situation that also calls for input-to-
output isolation. The two requirements together can make for a very challenging design,
but by segregating the functions, you can make it much easier: For example, let the front-
end converter do the voltage transformation, and then let the second converter do the
isolation, perhaps with a 1:1 transformer. Since the second converter would always operate
with the same input voltage and the same output voltage, its components could be
optimized for this operation, and it could be very efficient. Indeed, this compound
convertor may well be more efficient than a single-stage converter, because of the
difficulties in the magnetics involved with simultaneous design of both large conversion
ratio and isolation.

REFERENCES

1. Issa Batarseh, IEEE Transactions on Power Electronics, PE-9(1), 6 (1994).
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Practical Selection
of Components

INTRODUCTION

There are many aspects of seleching components thal somehow end up being mentioned
only m vendors” application notes and hard-to-find books, (s not encugh to know that if
you're dissipating 0.7W in a resistor, you should pick & resistor that can handle 1'W. You
also shoulkd know, for example, that a wirewound device can handle pulse power much
larger than |'W, and thus maybe doesn’t need to be @ |'W resastor if the T00mW 5 actsally
present for only a short time. But how do you find ot fow derg 8 0,5W resistor can take
the T(HImW pulzc?

More or less every component ssed in power supplics has idiosynerasies like this,
The wsual way of finding such information is through (sometimes sormyl expenence or by
having the good luck of talking with someone who has learmed the hard way. Rather than
advocating reliance on huck, this chapter collects ogether many of these topics for the
following clectronic itoms: resisiors, capacitors, schottky diodes, rectifier dusdes, BITs,
MOSFETs, op amps, and comparators. Hopefully, those relatrvely new in the feld will find
bois of useful items here, and even those with much expenence will find it handy, if nothing
else, o have all the information collected in one place. However, the author has refrained
framm stating the obvious, having sssumed that 17 you're reading this book in the fist place,
youl don’t reguite 1o be told that electrolytic capacitors have a polarity and should not be
put m backward,
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RESISTORS
Values

10.2k€Q. 39.9Q2. Where did all those weird numbers come from for standard values? It turns
out that the values are (approximately) logarithmically distributed across a decade (such as
1k to 10kSY). Actually, there are different numbers of resistors per decade, depending on
the tolerance: for example, either 48 or 96.

There is a practical maximum to how large a resistor can be used on a PCB. The
problem with very large values (although they are available, for specialized applications) is
that there is current leakage on the board between any two points that are at different
potentials and are close enough together physically. In severe cases, leakage can be the
equivalent of a 1-10MQ resistor. Thus, if you were to try to put a 100MQ resistor in a
circuit, it could be in parallel with this leakage, and you would end up with only the 1 or
10MQ instead of 100MQ. For a circuit that gets around this problem in the common case
of an op amp feedback, see the section below on op amps.

Practical Note Avoid using resistors bigger than 1MQ unless special precautions are
taken.

Types of Resistor

The oldest style of resistor is carbon composition (carbon comp), which nowadays you see
only in hobby stores: these resistors are much bigger than metal film resistors of the same
power rating, and are actually more expensive nowadays. Metal film resistors have the
same frequency response as carbon comps, so be sure to tell your purchasing agent not to
buy any carbons.

Then there are wirewounds. These range in size from tiny 1W packages to mammoth
1kW rheostats (see below for a definition). These resistors are called wirewound because
they really are: if you cut one up, you will find a piece of (relatively) high resistance wire,
usually wound around a core in a helix pattern. If you think this sounds like the description
of a solenoid, that’s because it is: wirewounds have plenty of inductance; as discussed
below, its also possible, by winding equal numbers of tumns in opposite directions to
produce a wirewound resistor having very little inductance. Table 3.1 lists the types of
resistor discussed here and mentions some applications.

TABLE 3.1 Brief Resistor Selection Guide

Type Suggested Applications

Carbon Comp Not used anymore; use metal film instead.

Metal film General purpose, use for most applications.

Wirewound (inductive) and rheostat  Use for load resistors.

Wirewound (noninductive) Use for current sensing high frequencies, such as switching waveforms.
Shunt Use for current sensing high currents.

PCB trace Use for current sensing when cost is more important than accuracy.
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Tolerance

It used to be that 5% resistors were the cheapest kind, and everyone used them for
everything—not so today. Today, 1% resistors are both the most available and the
cheapest—if you come across a purchasing agent who disagrees, suggest that a homework
session is in order: there’s no reason to ever use a tolerance greater than 1% on a resistor.

For that matter, during cost reduction efforts, people seem to come around to ask if
you really need that 0.1% resistor, and couldn’t you use a 1%? Send these people away.
Unless you’re making millions of this type of supply, the cost difference for a 0.1% versus
a 1% is so small that almost anything else you change on the supply will have a bigger cost
impact than changing that tolerance. Besides, you probably picked 0.1% to achieve the
necessary output voltage tolerance or the like anyway.

Selecting Ratios

So far you’ve found out how to miff a purchasing agent. Here’s a way to please one. As
we’ll discuss in the chapter on monitoring circuitry, frequently you don’t care about the
actual values of the resistors you use, you just want a voltage divider (i.e., a ratio of
resistances). Picking a standard value for one of the pair will considerably reduce the
number of different values in a design, which doesn’t affect performance but makes the
supply cheaper by enabling larger quantities to be purchased. If there’s no reason to choose
any particular impedance, for example, I always use 10kQ as one part of a divider.

Maximum Voltage

Believe it or not, resistors have a maximum voltage rating. And it’s not always just set by
the power dissipation; resistors can actually arc. This problem is especially severe when
surface mount resistors are used, because of the close spacing between the ends. So if
you're dealing with voltages above, say, 100V in a supply, you might check that any
resistors attached to high voltage nodes have the necessary rating.

Temperature Coefficient

Most resistors have pretty small temperature coefficients (say, 50-250ppm/°C), although
these can be important when you're trying to do worst-case analysis (Chapter 10).
Wirewounds, however, can change quite a bit when they get hot, so read the specifications
carefully.

Power Rating

Everyone knows not to put a half-watt of power into a quarter-watt resistor. But what
exactly is a quarter-watt resistor? The military decided that to increase resistor reliability,
nobody would be allowed to put more than half the rated power into a (carbon or metal
film) resistor. To meet this requirement, companies that design for the military apply their
own derating; for example, that no one is allowed to put more than 70% of the military
rated power into the resistor. To aid in this, some companies produce military-style
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resistors (e.g., RN55 or RN60) that are already derated the 50%; that is, what is really a
half-watt resistor they call a quarter-watt resistor. Completely confused? The moral of the
story is just that you need to keep a sanity check on resistor ratings—does it look like a
quarter-watt resistor? Get a standard catalog, and check up on your buyers when they
select alternates, to be sure the resistors you get will fit in the PCB holes.

While we’re at it, what about putting 0.25W into a quarter-watt resistor? After all, the
data book says the device can handle it! And so it can. However, resistors can get extremely
hot—wirewounds are rated to operate at 275°C! Quite aside from not wanting to
accidentally touch something at this temperature, resistors also give off unpleasant
smells when they get too hot, and drift in resistance value very considerably.

Practical Note A good practical limit is to follow the lead of the military and,
whenever possible use a resistor only to half its rated steady-state power.

Pulse Power. While putting 1W into a |W wirewound is not a good idea, this
limitation is only for steady state (e.g., many seconds or ‘more). For short times, a
wirewound can take much more power than its rating without failing. This is not true for
resistors of other types! You should strictly adhere to the maximum power rating of
nonwirewound resistors, although for short times it’s OK to put the full rated power into
one; for example, you can safely put 100mW into a 100mW nonwirewound resistor for
100ms.

EXAMPLE

Suppose I have a 40V one-shot pulse across a 10Q resistor for 100ms. This is a power of
P=(40V)?/10Q = 160W. Do 1 really need a 200W resistor? Dale has provided a guide to selecting
power resistors (the table from which is reproduced as Figure 3.1). To use this table, first we calculate
the energy that goes into the resistor, E = P x t =160W x 100ms = 16J, and then the energy per
ohm, E/R =16]/10Q = 1.6]/Q. We now use the table’s first column to find an energy per ohm larger
than this: the first one is 2.46] /€. Reading across, we find the resistor value larger than 102, which is
10.11Q; and reading up, we see that this can be put into a G-10 resistor, which is a 10W type, a
considerable size savings!

Note: Dale says that this is valid only up to pulses about 100ms long, and for standard wirewounds;
longer pulses should be based on “short time overload” ratings, while noninductive wirewounds can
take four times the pulse ratings given by this table.

Rheostats: A What? Rheostat is the proper name for a variable power resistor. In
the lab you’ll typically see rheostats that range from maybe 100W to 1kW. As with
potentiometers, they have a center tap that shorts out part of the winding. Not to belabor
the obvious, this means that if you are using half the resistance of a rheostat (e.g., 50Q on a
10092 rheostat), you can put in only half the power, too! (If it was a 300W rheostat, you
wouldn’t put in more than 150W in this condition.) This restriction most often gets people
in trouble when they have a constant output voltage supply, and a rheostat as the variable
load. Idly twirling the rheostat’s knob in such a setup is not advisable. The best solution
here is to put a fixed power resistor in series with the rheostat, so that even if it were set to
09, it wouldn’t dissipate too much power. The math is straightforward; don’t be too lazy to
do it right.
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Resistance (ohms)

Energy per ohm EGS-1 EGS-2 EGS-3 RS-1B RH-5 RS-2C RH/PH-10 RH-25 RS-7  RH-50
[J/ohm or RS RS} RS-1A ESS-2B RS-2C G6 EGS-10 G-12 ESS-10
(W -s)/ohm] G1 G2 G3 RS-2B G-8 RS-5 RS-10
per ohm G5 RS-5-69 RS-10-38

G-10 G-15
139x 1078 3480 4920 104K 15K 245K 323K 471K  90.90K 154K 265K
20.3 x 1078 2589 3659 7580 11.4K 18.69K 24.19K 31.79K 69.40K 11149K 197K
28.7 x 1076 1999 2829 5840 7960 14.19K 1829K 2699K 51.70K 8K 152K
39.5x 1076 1549 2189 4630 6190 10.89K 13.69K 20.69K 40.40K 6859K 111K
531 x 10°® 1239 1749 3630 5280 8600 11.39K 16.69K 31.40K 54.39K 93.50K
70.0 x 10°® 1414 2920 4280 6980 9250 13.59K 2590K 44.19K 75.50K
90.6 x 10°¢ 1000 1149 2740 3510 6550 7560 11.09K 24.50K 36.79K 71.50K
145 x 1078 670 947 1960 2870 4650 6260 8910  17.30K 29.50K 50.60K
221 x10°® 492 684 1420 2060 3370 4560 6570  12.70K 20.59K 37.40K
324 x 1078 355 502 1040 1510 2460 3270 4820 9220 15.69K 26.90K
460 x 10~° 272 384 792 1160 1860 2480 3640 7000 11.89K 20.40K
632 x 10°° 206 291 615 909 1340 1920 2840 5460 9240  15.70K
850 x 108 167 236 487 713 1150 1530 2260 4310 7320 12.40K
1.12x 1072 131 186 393 572 935 1201 1800 3850 5900  10.0K
2.07 x 1072 963 136 283 415 571 910 1250 2840 4260 7540
354102 651 920 192 255 454 601 875 1690 2870 4920
567 x 1072 457 645 134 196 313 424 617 1160 2030 3460
8.65x 1072 332 470 977 142 227 307 444 843 1470 2510
12.7 x 1073 238 336 711 103 168 222 310 622 1073 1840
20.4 x 1072 179 253 518 758 122 163 237 447 777 1340
332x 1073 122 172 361 528 855 113 165 320 544 932
56.7 x 1073 822 116 242 346 578 763 111 215 364 618
553 x 1073 606 8566 169 256 421 565 70.3 156 263 451
90 x 1073 447 632 123 194 316 405 51.0 116 201 343
0.153 298 407 852 131 211 279 408 78.5 133 229
0.245 218 309 628 919 148 196 28.6 55.4  95.0 160
0.374 150 213 457 649 108 142 21.0 402 682 117
0.589 112 159 327 483 786 103 14.9 220  49.0 84.1
0.9443 0780 1.10 231 313 546 7.22 106 200  34.4 59.3
152 0542 0773 161 235 380 513 7.40 141 242 415
2.46 0383 0538 113 167 269 356 547 1011 17.2 29.4
3.76 0271 0394 0829 122 199 261 3.81 736 124 21.4
5.98 0591 0861 141 184 2.15 524 887 15.1
977 11.29
6.57 0.178 0280 0.423 0.644 0999 1.36 2.00 352 549 7.09
16.6 0.105 0.121 0210 0.366

Figure 3.1

Dale’s guide to derating power wirewound resistors. (From Ref. 1, p. 5.)
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Resistance (ohms)

Energy per ohm EGS-1 EGS-2 EGS-3 RS-1B RH-5 RS-2C RH/PH-10 RH-25 RS-7 RH-50

[J/ohm or RS-G-1 RS+ RS-1A ESS-2B RS-2C G-6G-8 EGS-10 G-12 ESS-10
(W-s)/ohm] per ohm G-2 G-3 RS-2B RS-5 RS-10
G-5 RS-5-69 RS-10-38

G-10 G-15

20.9 0.529 0.784 1.04

8.04 2.01 3.19 5.50

20.9 0.170 0259 0.370 0.499 0.675 1.27 1.46 3.69

33.2 0.639 0.984 1.86

422 0.081 0.114

83.8 0.189 0.259 0.344

251 0484 0.697 1.45

67.8 0.099 0.129 0.179 0329 0514 0.949

169 0.063 0.079 0.100 0209 0.319 0.579

335 0.139  0.209 0.399

Figure 3.1 (Continued)

Noninductive Wirewound Resistors

As mentioned, resistors have inductance too; it’s not usually of any concern unless you
want to use one for a current sensor, and decide that the power dissipation calls for a wire-
wound device. Because they are wound with wire, resistors of this type can have
inductance so large that at typical power supply switching frequency, the inductive
reactance is larger than the resistance, which then gives nonsense readings of current.

There is an alternative here: some manufacturers produce a special type of
wirewound resistor that has very low inductance (although not zero) by specially winding
the wire—of course, these resistors cost a bit more.

Shunts

When you go to really high current (and still don’t want to use a current transformer,
perhaps because there is DC current involved) you will want to use a shunt, which is a big
piece of metal with an almost zero temperature coefficient (manganin) attached to heavy-
duty brass terminal blocks. Shunts come in any size you could ever want: the author once
had a 1500A job that could have had another life as a boat anchor. However, in addition to
resistance, shunts also have inductance, which is very limiting again. As an example,
consider a 100A shunt that produces 100mV at full current (100mV and 50mV at full
current are the two standard types). It obviously has a resistance of 100mV/100A = ImSQ.
But the metal itself is about an inch long, which corresponds to about 20nH. So the
transfer function of this device has a zero at a frequency of f = 1mQ/(2n x 20nH) = 8kHz.
All you can do here directly is get a shunt that produces a higher voltage (this increases R)
or one that consists of multiple stacked pieces of metal, which reduces L. Chapter 7, on
monitoring, shows a technique for differential amplification of the signal from a shunt that
removes the effect of its inductance.
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Using a Trace as a Resistor

Of course a trace is just a piece of copper, so it has some resistance, too. Sometimes, you
don’t need very accurate current sensing, perhaps for a converter’s overcurrent limit. A
trace might work just fine in such a case: it’s there anyway, so there are no additional
losses, and it doesn’t cost anything. Of course, the resistance is only as accurate as the trace
is cut, and copper has a temperature coefficient of 0.4%/°C.

Practical Note The resistance of a trace is approximately given by the formula:

length

R =0.5mQ width

(1 oz. copper)

at room temperature. Two-ounce copper is half this, etc.

CAPACITORS AND THEIR USAGE

There are quite a number of different capacitors used in power supplies, and each type has
its own idiosyncrasies. It’s really not possible to use only one type of capacitor; different
kinds must be used in different applications if you’re going to have a successful design.
We’ll cover some of the main points, paralleling the selection guide presented in Table 3.2.

Types of Capacitors

One common type of capacitor is the electrolytic capacitor used for the input or output of a
supply. There are a variety of choices available. The most common (and cheapest) is the
aluminum electrolytic. (You’ll find that some people mean ‘“aluminum electrolytic” when
they just say “electrolytic.”) There are also tantalum electrolytic capacitors, which are
available in solid and wet varieties. The aluminums are available in the widest variety of
values and voltages and can have gigantic values (millifarads, and hundreds of volts) but

TABLE 3.2 Bref Capacitor Selection Guide

Type Suggested Applications

Aluminum electrolytic Use when large capacitance is needed and size is unimportant, such as input
and output capacitors on a converter.

Tantalum electrolytic Use for moderately large capacitance, such as input and output capacitors
on a converter.

Ceramic Use for timing and signal applications.

Multilayer ceramic Use for lowest ESR (e.g., in parallel with an electrolytic at the input or

output of a converter).
Plastic Use for high d¥/dt, such as in quasi-resonant converters.
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they are correspondingly gigantic in size. Tantalums have substantially better high
frequency performance than aluminum, but cost more and are limited to about 100V
and a few hundred microfarads. Nowadays, the best choice for a medium-power power
supply may be to have an aluminum as the input capacitor for a supply, and a tantalum
chip as the output. (Chips of course have much smaller capacitance and voltage than
discretes.)

Then there are ceramic capacitors. These are used for timing and bypass. The
ordinary variety come in a range from a few picofarads to 1pF. But also on the verge of
affordability is the MLC (multilayer ceramic) variety, which has extremely low ESR and
much larger values available, up to a few hundred microfarads.

Let’s also mention plastic capacitors, particularly polypropylene, which are used in
circuits that have very high dV/dt values (but see below) such as in quasi-resonant
converters.

Standard Values

Not at all like resistors, there are only a few standard values for capacitors, (1.0, 1.2, 1.5,
1.8,2.2,2.7,3.3,4.7, and 6.8, with an occasional 5.6 and 8.2). So when you’re calculating
a time constant or a loop compensation value, select one of these values and adjust your
resistors to get the values needed—it’ll be a lot cheaper than trying to synthesize that
347pF cap.

There are some practical limits to how small a capacitor you can usefully use, just as
we found for maximum value resistors, and for the same reason. Again, two surfaces in
close proximity form a capacitor, and for very tiny discrete capacitors, the parallel
capacitance that is formed can swamp out the value you’re trying to use. So again,

Practical Note Avoid using capacitors smaller than 22pF unless special precautions
are taken.

Tolerance

Capacitor initial tolerances are typically +20%, and can be substantially worse for
electrolytics. You need to look very carefully at any electrolytic, to verify that it’s going
to be OK in production. Examine the tolerance over the temperature range even more
carefully: some types lose 80% of their capacitance at —40°C!

ESR and Power Dissipation

Modern manufacturers of electrolytics specify ESR (equivalent series resistance) of their
caps, and you should try to use only those that specify it at a high frequency, such as
100kHz.
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Practical Note You will have no idea what the ESR of a cap is at 100kHz from data
given at 120Hz. This ESR, in addition to being a function of frequency, also depends
on temperature. At —25°C, the ESR can be almost triple its value at 25°C! To come
close to predicting capacitor ESR, you need data at least within an order of magnitude
of your intended operating frequency.

EXAMPLE

1 have an output ripple current of 1A, at 100kHz, and I need an output voltage ripple of 50mV,
First off, I have a charge that could be as large as 1A x (1/100kHz) = 10uC, so even ignoring ESR, 1
need a capacitance of C=Q/V = 10uC/50mV = 200uF. Let’s assume, then, that I'm going to use at
least two 100pF electrolytics. Typically, a capacitor this size may have an ESR of something like
100m< at room temperature. To get down to 50mV, I need an ESR of 50mV/1A( = 50mQ), which is
the two caps in parallel. But, at —25°C, the caps have more like 300mQ ESR each, so I actually need
six caps. With six caps, then, the ripple due to ESR is 50mV at temperature, and the ripple due to
capacitance is only about 17mV; since resistance and capacitance are out of phase, the total ripple
will be about /g = [(S0MV)? + (17mV)?]'/2 = 53mV. Clearly, when you're designing a bulk filter,
ESR can often be more important than total capacitance.

Aging

Although the matter of aging is easy to overlook, those specs that say “life 1000 hours”
really mean something on electrolytics. If you are going to run a supply at elevated
temperatures or for many years, you need to pick electrolytics that are designated as 2000h
types at least, or better, 5000h. What happens is that as you approach the age rating, the
capacitance goes down, and your ripple goes up until the supply ceases to meet spec. This
is not an old wives’ tale, either. You may not be about to wait around a year to see how bad
it gets, but accelerated life tests quickly show up the differences between capacitors.

Fortunately, though, the life of the capacitor doubles with every 10°C drop in
temperature, so a type rated 2000h at 85°C will last 2000h x 2° = 128,000h = 16 years at
25°C average temperature.

Practical Note Make sure you use the average temperature the supply sees over its
lifetime for this calculation, not the maximum temperature the supply will see, nor the
rated temperature—otherwise you'll find there are no caps available that will meet
spec over life!

dV/dt

A different type of usage of capacitor that is growing more common is the use of a
metallized plastic cap for a quasi-resonant converter. In this application, there can be
substantial dissipation in the ESR of the cap, and this is in fact the limiting factor on the
capacitor size. Whereas electrolytics frequently are rated with a ripple current (which is
basically determined by the ESR /R loss and the thermal characteristics of the package),
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plastic caps have the equivalent rating in terms of d¥/dt [since charge QO = C x ¥, current
I=dQ/dt= C(dV/dY)]. To be sure that your cap is adequately rated requires measurement
in-circuit. Whether you measure the current through the cap or its dV/dt depends on the
circuit configuration—you may need a large-bandwidth differential amplifier to measure
accurately dV/dt, but you need a loop to measure current, which can introduce unwanted
inductance. In any case, make sure you get a capacitor rated for the 4V/dt you’re applying.
Otherwise the capacitor can self-destruct!

Putting Caps in Series

If T can’t get the voltage rating needed for a cap, how about putting two (or more)
capacitors in series? Remember that two capacitors in series form a (reactive) voltage
divider, and so if one is smaller than the other, it will carry a greater percentage of the total
voltage. This sort of design is not really recommended, but if you need it, try putting a
resistor in parallel with each cap, as shown in Figure 3.2. This will tend to balance the
voltages.

Figure 3.2 Practical method for placing capa-
citors in series.

SCHOTTKY DIODES

Schottkys are great as output rectifiers, because they have a low forward voltage and no
reverse recovery time, right? Although it’s true that they have no reverse recovery time as
such, they often do have substantial capacitance from anode to cathode. This capacitance
has to be charged and discharged every time the voltage across the schottky changes (it’s
largest when the schottky has almost no voltage across it). Current flowing into this
capacitance looks a whole lot like reverse recovery current of an ordinary rectifier. So
depending on your circuit, there can be times when it’s less lossy to use an ultrafast rectifier
than a schottky.

You might also take note that the anode—cathode capacitance, although low-Q, can
still resonate with stray inductances in the circuit—this property is used intentionally in
some resonant designs. So it may be necessary to add a snubber across the schottky,
dissipating even more power.
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Practical Note Schottkys are very leaky at high temperatures and as the applied
reverse voltage increases toward its rating. This leakage can look like a short on a
forward’s secondary, and indeed the leakage current is the main reason that no one
uses germanium rectifiers today. So as a practical limit, you shouldn't try to use a
schottky at more than about three-quarters of its rated reverse voltage, nor with a die
temperature above about 110°C.

Given this tip, what about using something like a 100V schottky? Look carefully at
the specs—as of 1996, the high voltage schottky tended to have a forward voltage
comparable to that of a regular rectifier, so you might not be buying much with such a
device.

RECTIFIER DIODES

Someone has just announced to you, the design engineer, that the output of that 12V rail is
going to need 1.6A, not 1 A. Rather than try to get a new part, and worrying about whether
it will fit in the old holes, we’ll try to just parallel up two of the old 1A diodes, OK? After
all, our buddy John says he did it many years ago, and it worked out. Bad idea! As diodes
get hotter, their forward voltage decreases, so the one that is conducting the most current at
the start will get hotter, have a lower V, and conduct yet more, and so on, until it tries to
conduct the whole current and fails—positive feedback, remember? So although it is
possible to parallel rectifiers by very careful thermal management (i.e. by ensuring that
there is minimal thermal resistance between them), in practice, these schemes never work
out very well.

Practical Note Bite the bullet and get a single diode that can handle the whole
current.

Although you can get single diodes of almost any size, it’s worth noting that
MOSFETSs do share current, because as their temperature goes up, their resistance goes up
too. Thus a FET carrying more than its fair share of current will have a higher drop than a
parallel device, and will thus correct itself—a negative feedback. This is one of the
attractive features of synchronous rectifiers.

Reverse Recovery

We’ve mentioned that schottky diodes don’t have a reverse recovery time; all other diodes,
however, do. That is, after a diode has been conducting current in the forward direction, it
will be able to conduct current in the opposite direction (yes, from cathode to anode) for a
short time afterwards, and this time is called the reverse recovery time. Figure 3.3
illustrates this anomaly, which clearly would be very bad for converter efficiency and
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Current can
lt]en f!OW this Figure 3.3 Afier current flows from anode to
direction cathode, applying a reverse voltage to the diode
can cause current to flow from cathode to anode.

Current initially
fiows this
direction

must be avoided. There are different grades of diode (fast, ultrafast, etc.), depending on
speed of recovery.

Practical Note Converters are almost always going to use either ultrafast diodes or
schottkys in their output stages.

Not mentioned in the practical note was synchronous rectification. The reason is that
MOSFET body diodes usually have very slow reverse recovery, often about 1ps. They are
thus not suitable for rectification, and this is why a schottky is usually paralleled with a
MOSFET synchronous rectifier: the schottky takes almost all the current during the time
the MOSFET is off, which means that the body diode doesn’t have to reverse recover.

Is Faster Better?

This certainly seems like a generic rule, for after all, a diode that recovers faster will have
lower losses. In the case of a rectifier used in an off-line bridge, however, it is not a good
idea to use an ultrafast rectifier. The problem is that the fast recovery time also generates
fast edges: read EMI. So for this particular case, your best bet is to use that old-fashioned
regular bridge rectifier with a recovery time of 5—10us. After all, it recovers only 120 times
a second, so who cares if it’s a little slow?

TRANSISTORS: BJTs

Pulse Current

If you’re using power bipolars at all, you are presumably aware that they take substantially
more care and attention than is required in designing with MOSFETs. Let’s talk about
some performance aspects of BJTs that are often not mentioned in data sheets. First, many
small-signal BJTs, and power bipolars not designed specifically for switching, tell you
their maximum DC collector current but don’t give any curves or numbers relating to pulse
currents.

Practical Note When the manufacturer doesn't (or won't) give a pulse rating for a
bipolar, a reasonable guess is that the device can take twice the rated DC current for
a pulse. If this were based on the fusing current of the bond wire, you would think it
would depend on the time; in fact, the limit seems rather to be set by localized current
hogging. You'll be safest not to exceed the 2x limit even with short current puises.




Transistors: BJTs 49

How Much Beta Can | Get?

The beta of a BJT (not referring to darlingtons, now) depends on all sorts of parameters—
collector current, aging, temperature, not to mention initial tolerance. If you figure up all
these parameters together, you may find that your bipolar has almost no gain left at all!

Practical Note If you want to make a safe design, that is, one you don’t have to
sweat over in worst-case analysis, assume that your BJTs have a minimum beta of
10, regardless of what the data sheets seem to say.

Don’t Forget Collector Leakage Current

And don’t forget that this current, too, increases with the “double for each 10°C” rule. I
recently saw a design that used a 4.7MQ pull-up on the collector of a bipolar. It seemed to
work in the lab, but as soon as it saw any sort of temperature rise above ambient, the
collector voltage went to zero! In practice, you had better plan on a leakage of up to ImA,
depending on the size of the device.

Emitter—Base Zenering—Is It Bad?

Another limit on BIT performance is the emitter—base voltage V., that is, how much
negative voltage can be applied to the base of a bipolar with respect to its emitter. The
manufacturer will usually say this limit is 5V or 6V. But what really happens if this value is
exceeded? The base—emitter junction is a diode, and if you apply enough voltage to it, it
will zener. (You can test this in the lab with a current-limiting resistor.) You might actually
want to do this in a converter, because turning off a BJT involves sweeping out the current
from the base region; the more negative the voltage on the base, the faster you can turn off
the transistor. The limit, of course, is that the fastest possible turnoff occurs when the base—
emitter is zenering.

Practical Note You can apply any voltage emitter to base you care to, as long as you
don't exceed the power rating of the die; that is, the real limitation on zenering is on
the product Vep, x /b In practice this means ensuring that there is some sort of base
resistor, to limit the current. Manufacturers typically refuse to guarantee this as a
specification, but that's what they will tell you privately.

Fast Turnoff

Better than sweeping the base charge out fast is ensuring that there isn’t too much base
charge in the first place. Unfortunately, the easiest tactic, running the transistor at nearly its
actual beta, conflicts with the assumption that your transistor is going to have a minimum
beta of 10, much lower than the typical beta. If you need to have fast turnoff, it may be
worthwhile to try a Baker clamp, which is about the best you can do, although it dissipates
some extra power.
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The Baker clamp (Figure 3.4) works as follows. When the transistor is on, the base is
one diode drop above the emitter, and so the driving source is two diode drops above the
emitter. The extra diode from the driving source to the collector then assures that the
collector is approximately one diode drop above the emitter, which is to say, the BJT is
almost, but not quite, saturated. It can thus be turned off quickly; whether this fast turnoff
decreases the circuit losses enough to compensate for the increased losses due to the
increased collector—emitter voltage depends on the particulars of a given design. (Observe
that these statements are only approximations, since the currents and the F; values of the
various diodes differ.)

Figure 3.4 A Baker clamp prevents deep
saturation, speeding turnoff.

TRANSISTORS: MOSFETs
Don’t Confuse JFETs and MOSFETs

When everyone used bipolars and MOSFETSs were new, it was fairly common to get the
terms mixed up. Just to be sure: JFETs are small-signal devices with high on-resistance
frequently used in rf-type work; MOSFETs, and specifically power MOSFETs, are what
are used nowadays for power applications.

p-Channel and n-Channel

Most designs use n-channel MOSFETs, and if there’s no indication otherwise, you can
simply assume that all MOSFETs in a design are n-channel. One of the reasons p-channels
are less popular than n-channels is that p-channels have higher on-resistance for the same
voltage and die area, making them more expensive.

Still p-channels have a certain utility: they are tumed off when their gate—source
voltage is below a threshold (similarly to n-channels), but they are on when the gate
voltage is below the source voltage, that is, negative. So in practice, they are used by
attaching the source of the p-channel to a voltage (e.g., 5V) and letting the gate be at 5V to
turn it off, or pulling it to ground to turn it on. The advantage is that whereas turning on an
n-channel would require a voltage higher than 5V (such as 12V), the p-channel needs no
extra supply, being tued on simply by pulling its gate to ground.

Bidirectional Conduction

Although MOSFETs are used routinely in synchronous rectification, perhaps it should be
mentioned that they can conduct current in both direction, drain-to-source as well as
source-to-drain, not counting the body diode. Applying a voltage from gate to source (for
n-channel FETs) enables them to conduct bidirectionally. In synchronous rectification, this
“reverse direction” conduction is explicitly used to short out the body diode, since the
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product of the current and the Rps o of the FET is much smaller than the F; of the body
diode.

Calculating Losses: Conduction Loss

There are three sources of power dissipation in switching applications of power
MOSFETs; the first to be discussed is conduction loss. When a MOSFET is fully on, it
has a resistance from drain to source, and this dissipates power based on how much current
goes through it, P =1 2RDS,‘,,,. However, you need to be aware that this resistance goes up
with temperature [typically R(T) = R(25°C) x 1.007 exp(T — 25°C)]; so to find the actual
junction temperature, you have to calculate the total power dissipated, figure out what
temperature this causes (by multiplying by the thermal resistance), then recalculate the
power based on the new temperature’s resistance, and so on iteratively until the calculation
has converged.

Practical Note: A single iteration of this calculation is almost always good enough,
because of limited knowledge of the actual thermal resistance. If it doesn't converge
after one iteration you're probably dissipating more power than the device can take!

While on the subject of Rpson, you might take note that “logic-level” FETs are a
little bit of a cheat. While their gate-threshold voltage is indeed lower than for a regular
FET, their on-resistance is also higher than it would be if the gate were driven to a normal
level. Typical logic-level FETs may have twice the Rps o, at 4.5V Vs as at 10V.

Calculating Losses: Gate Charge Loss

A second source of loss, though not lost in the MOSFET, is due to the MOSFET having a
rather substantial equivalent gate capacitor. (The losses are in whatever devices and
resistors drive the gate.) Although the capacitance is actually a highly nonlinear function of
gate voltage, many modern data sheets give a total gate charge Q,, required to bring the
gate voltage to a certain level ¥ Power lost by driving this charge into the gate at the
switching frequency f; is then P= Qg V.. Note that there is no factor of 0.5.

Practical Note If the gate voltage you actually drive the gate to differs from the one
specified in the data sheet, it is probably a reasonable approximation to multiply the
specified gate charge by the ratio of the two voltages; this works best if the voltage
you are using is higher than that in the data sheet. {(For the cognoscenti, the limiting
factor in the approximation is how much charge is required to charge the Miller
capacitance.)

Calculating Losses: Switching Loss

The third source of loss in switching MOSFETs, and the second that dissipates into the
MOSFET, is switching loss. Whenever a (nonresonant) transistor turns off or on, it
simultaneously has both voltage on it and current through it, resulting in power dissipation.
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Practical Note An estimate of the switching losses can be had by assuming that the
voltage is a linear function of time while the current is constant, in which case the power
lost is P = Jox Voxsfs/2 for discontinuous conduction mode converters, and double this
for continuous conduction mode, where [ is the transition time of the MOSFET drain-
to-source voltage from on-to-off (and from off-to-on for continuous conduction
converters); this is why driving the gate harder results in lower switching losses.

In summary, total losses associated with switching power MOSFETs are due to
conduction loss, gate charge loss, and switching loss, of which only the first and last are
dissipated in the FET. You can get a pretty good idea of the losses in the transistors by
doing these calculations. Then by using the thermal resistance of the package, you should
know whether the FET will be cool or hot or very hot; if it’s not pretty close to what you
calculate, there’s something wrong!

The Need for Gate Resistors

You (hopefully) always put a gate resistor in series with the gate of a MOSFET. But if you
have two FETs in parallel, can you still use just one resistor, maybe of half the value?

Practical Note You need an individual gate resistor for each MOSFET, regardless of
whether the devices are in parallel, and even if they have some other current-limiting
part, such as a bead, in series. The reason is that MOSFETs have both capacitance
(gate—source) and inductance (in the leads). This potentially forms an underdamped
resonant tank, and paralleled MOSFETs have been observed to oscillate at 100MHz!
If you're using a digital oscilloscope and don't know to look for these oscillations, you
may not even see them, but they can be lossy, and of course they wreak havoc in
EMI. The gate resistor acts to limit the current the source has to source or sink to the
gate, but its real significance is to damp the oscillations.

Maximum Gate Voltage

One last thing to avoid. On occasion people get the bright idea that to reduce switching
loss, they’re going to really drive that gate and use a 40V source or the like to ensure that it
charges past the gate threshold voltage very fast. Don’t even think about it. You end up
having to stick a clamping zener diode on the gate to prevent it from exceeding its
maximum voltage rating (always 20V nowadays), and that then throws away more power
than you could possibly have hoped to save. The right solution is to get a gate driver with
lower output impedance. In bare die form, power MOSFETs have been turned on in 10ns
with the right driver!
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OP AMPS

This section talks about the main parameters that can affect whether you get the anticipated
operation out of your op amp design: offsets, limits on achievable gains, gain—bandwidth,
phase shifts, and slew rates. Regardless of your application, you need to be familiar with
these nonidealities.

Offsets: Input Offset Voltage

What’s the story with offsets? Let’s try to untangle how to use these specifications on op
amps, and also give tips as to when they’re important.

Consider Figure 3.5, the schematic for a noninverting amplifier with a gain of 10.
(To make the discussion easy to follow, the input is grounded, but the effects of the offsets
would be exactly the same if instead a nonzero voltage were used as the input.) Since its
input signal is ground, we might naively expect its output to be zero volts also. But now
consider that the LM2902 has a typical input offset voltage Vo5 of 2mV. (Plus or minus is
always implied, if not explicitly stated.) What this means is that even with no input, the
noninverting terminal will see (something between plus and minus) 2mV. Of course, the
same thing applies at the inverting terminal when the op amp is used as an inverter. This
2mV gets amplified just like an ordinary, desired signal, and so at the output will appear
as (something between plus and minus) 20mV. This signal is additive, so if we had
applied 100mV at the noninverting terminal, at the output we would have, instead of
exactly 100mV x 10 =1V, somewhere between (100mV — 2mV) x 10=980mV and
(100mV +2mV) x 10 =1.02V. This value is clearly independent of the absolute values
of the resistors used; it is dependent only on the gain. Thus, input offset voltage is
important whenever small signals are to be measured and/or when high gain is needed.

Offsets: Input Offset Current

The same schematic (Figure 3.5) explains about input offset current, which is very similar
to input offset voltage. Since the inputs to an op amp are not of infinite impedance,
applying a voltage to them causes them to draw (or source) some current. The LM2902 has
a typical [, of 5nA. This means that the noninverting (or inverting) terminal will see
(something between plus and minus) 5nA being pulled from the voltage source different
Srom the current being pulled by the other terminal. In the case of the schematic, we are

+

+

9.09k
LM2902
-V
10k
A
Figure 3.5 Op amp circuit for discussion of WV

offset errors. 100k
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pulling 5nA from ground through a 9.09k2 resistor, and so the noninverting terminal sees
a voltage of V= (5nA) x (9.09kQ2) = 45uV (again, this could just as well be —45uV). This
then is amplified by the gain of 10, resulting in 450pV at the output terminal; this is in
addition to the offset caused by the input offset voltage.

In this example, the input offset voltage was much more important for errors than the
input offset current; but since the error due to the current is determined by the absolute
values of the resistances used, in addition to the gain, it is clear that for large source
resistances, the offset current becomes more important than the offset voltage.

Offsets: Input Bias Current

Now for input bias current, which is current pulled by both the inverting and noninverting
terminals by the same amount. (It may help to think of input bias current as common mode
current, and input offset current as normal mode current.) The LM2902 has a typical ,, of
90nA. The op amp schematic of Figure 3.5 has the same input resistance for both terminals
(100kQ|| 10k€2 = 9.09kQ2), so the effect of pulling equal amounts of current from both is
none. Suppose, however, that instead of 9.09kQ to ground, the noninverting terminal had
19.09kQ2 to ground. Then there is a difference of 10kQ in the input resistances, and this
results in an offset of /'=90nA x 10kQ = 900pV, which gets multiplied by the gain to give
an output error of 9mV, comparable in size with the error due to the offset voltage. This is
the reason for trying to use the same input resistance for both terminals, even when they’re
virtually grounded.

What to Do About Offsets

To sum up, the output error of an op amp due to offsets is calculable as
V= [Vos + (Ios x R)+ (Ib X AR)]galn

where R is the average of the two input resistances, and AR is the difference of the two.
Since gain is determined by operating needs, minimizing the error must involve three
actions:

1. Ensuring that the resistor values being used are limited to the smallest feasible
values; this limits the effects of I, but also results in a need for greater currents
from the sources being used to drive the signals.

2. Ensuring that resistor values to the terminals are matched eliminates the effects
of 1.

3. Minimizing ¥, which can be accomplished only through selection of the proper
type of op amp.

Unfortunately, a low ¥, is also invariably accompanied by a higher operating current of
the op amp, a lower op amp bandwidth, or both. There are thus engineering trade-offs to be
made in selecting the proper op amp for an application.

Limits on Large Resistances

Sometimes you want a large gain from an op amp and you might try something like the
bad example shown in Figure 3.6.
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+HV

LM2902

10k

Figure 3.6 A circuit that won’t work very well. 10M

Let’s assume that the op amp has adequate gain-bandwidth for your purpose
(probably this isn’t true; see below)—are you really going to get a gain of 1000? Probably
not. The trouble is not with the op amp, or with any of the components—as explained in
the section about resistors, it’s rather with the PCB on which you mount them. For various
reasons, the leakage around a resistor may exceed the amount of current being supplied
through the 10MQ resistor, effectively shunting it with a lower value.

Practical Note It is usually not effective to use a resistor larger than 1MQ on a
normal PCB, at least without taking special precautions. If you must have this gigantic
gain, and can't reduce the 10kQ source resistor to a 1kQ, try instead the circuit shown
in Figure 3.7.

The circuit of Figure 3.7 works as follows. Suppose you have 10mV at the
noninverting input. Then the op amp forces the inverting input to have 10mV also
(ignoring offsets in this calculation). With 10mV across 10k€2, there must be a current
flowing of 1pA. This current has to come from point A through the 90k, so there must be
a drop across that resistor of 1pA x 90kQ =90mV, which added to the voltage at the
inverting terminal means that node A has to be at 10mV +90mV = 100mV. Now 100mV at
node 4 means that there must be a current of 100pA flowing into the 1k resistor. This
current (plus the 1pA flowing into the 90k2) must come from the output through the

+V

LM2902

10k

Figure 3.7 Practical circuit to get a gain of 1000.
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98kQ), which is therefore dropping 98k x 101pA =9.9V, and the output voltage is this
plus the voltage on node A4, for a total of 9.9V + 100mV =10V, a gain of
10V/10mV = 1000. No resistor in this circuit is larger than 100k€.

Gain Bandwidth

Suppose | use an op amp to construct a gain-of-10 amplifier. Suppose next that I use it to
amplify a sine wave (ignoring slew rate for the moment, see below), and I keep increasing
the frequency of this sine wave. At some frequency, the op amp itself will run out of gain
and the output of the amplifier will stop being 10 times larger than the input. If I increase
the frequency further, at some point the output will have the same amplitude as the input.
This frequency is independent of the external components used to set the gain, and is
called the gain bandwidth of the op amp.

One of the places you have to watch out for this parameter occurs when you use an
error amplifier in a power supply. For example, the result of a calculation on closing the
control loop, discussed in detail in Chapter 6, might be that you need a gain of 300 at a
frequency of 20kHz. Well, a gain of 300 isn’t so bad, and of course most op amps will
work well at 20kHz; unfortunately, the two parameters together imply that the op amp must
have a gain bandwidth of 300 x 20kHz = 6MHz, which may be beyond many of the error
amps included in typical PWM ICs. This problem becomes quite noticeable as converter
bandwidths reach into the tens of kilohertz. The symptom of having inadequate bandwidth
in an error amp may be something like an instability in the converter, even though you
have correctly compensated the loop.

Phase Shift

Even beyond gain bandwidth limitations of common op amps, there is an additional
problem: as the sine wave frequency injected into the op amp in the thought experiment in
the preceding section is increased, the output sine wave becomes more and more phase-
shifted from the original. In the case of an op amp that is being used as the error amplifier
in a converter, this translates to extra (unexpected!) phase shift in the loop, reducing phase
margin. This too can cause a loop to be unstable even though apparently correctly
compensated.

This is unpleasant enough, but worse yet, very few manufacturers give even typical
numbers or curves for phase shift as a function of frequency, to say nothing of trying to do
a worst case. It turns out that the phase shift is very dependent on the internal construction
of the op amp; it is not the case that op amps with a higher gain bandwidth product
necessarily have less phase shift at a given frequency than those with lower gain
bandwidth! In fact, the only practical method for deciding whether a given op amp is
going to give excess phase shift for a particular application is to measure it; for example,
configure the op amp as a unity gain follower, and use a network analyzer, as described in
Chapter 4.

Slew Rate
The last limitation of op amps we consider is the speed with which they can change from

one output voltage to another. In the description of the gain-of-10 amplifier in the
discussion of gain bandwidth product, it was assumed that the input signal was tiny.
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Suppose instead that the input was | V;; then the output would have to be 10V, If, for
example, the frequency of the sine wave was 200kHz, then in one quarter of the period,
(4) x (1/200kHz) = 1.25ps, the output has to go from 0V to maximum, a change of 10V;
this implies that the op amp needs a slew rate of at least 10V /1.25us =8V /us, to use the
common units. Many common op amps, particularly low power devices, can’t slew this
fast.

When is this important? One place, again, is in high bandwidth converters. As
discussed in Chapter 6, it’s not enough for a converter to be small-signal stable, it also has
to have adequate response to a transient. When a transient occurs, the output voltage of the
error amp has to change levels. If the device happens not to have the slew rate needed to do
this, you will be left puzzling about why your fast converter is so slow.

In summary, then, gain bandwidth product and phase shift for an op amp used as an
error amp are related to the small-signal performance of the converter; slew rate is related
to the large-signal, transient performance.

COMPARATORS
Hysteresis

The same offsets and biases discussed for op amps apply in exactly the same way for
comparators. Comparators are unique however, in that their outputs can be expected to be
either high or low, not anything in between (No, don t try to use that spare op amp as a
comparator, or vice versa! Distinct parts are built for a reason.) Actually, since comparators
are real devices, on occasion they oscillate between these two states, sometimes at
surprisingly high frequencies. The usual reason for this behavior is that the comparators
don’t have hysteresis. This can cause all sorts of problems that take time to debug.

Practical Note Always use hysteresis on comparators unless they are intended to
run a latch: that is, if the first time the comparator trips, it is intended to cause
something from which there is no recovery.

EXAMPLE

For small amounts of hysteresis, you can easily guess hysteresis values. For the circuit of Figure 3.8,
since 1k€Q/100kQ =0.01, the amount of hysteresis will be about 1% of the reference voltage.

Vref jad

LM2901

Figure 3.8 [t’s easy to guess the hysteresis of WW
this comparator. 100k
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Output Saturation Voltage

One other unique aspect of comparators is that when they go low, they often don’t go to
OV. Inspection of the data sheet of the common LMI139 shows that its output is only
guaranteed to be 0.7V if it is sinking 6mA. So when designing hysteresis, make sure to
check how much current the output is intended to be sinking; if it’s more than about ImA,
you need to include the saturation voltage in determining the hysteresis resistor values.

Saturation voltage also is important in driving an NPN transistor from the output of
the comparator; at 0.7V a “low” probably will suffice to turn on a base—emitter junction
and have the transistor on, so you can’t use the comparator to directly drive a bipolar! For
this situation, you need a blocking diode and a pull-down base resistor. Figure 3.9 shows
an arrangement that will work even in worst case (the worst case of this circuit is analyzed
in Chapter 10). When the comparator pulls low, even to only 700mV, the diode is off,
keeping the transistor off. The pull-down on the base is needed because the base would
otherwise be floating when the diode is reverse-biased, and the transistor might be partially
on through leakage currents.

1N4148

LM2301 I
10k
Figure 3.9 How a comparator should be

- configured to drive a BJT.
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INTRODUCTION

If you're like mast of us, when you get a new picce of equipment, you play around with the
knobs fior a while, fry il out on seme unsuspecting circuitry, and then twm your attention te
somaething more pressing. For items such as fancy oscilloscopes with lots of menues, you
oy oceasionally have 1o look in tee mamsl o find oot where something is. Generally,
though, well-designed eqpuipment should be usable intuitively  withowt any  special
Iruinming

Even so. o number of considerations in the use of equipment and in messuring
technigue won't be in o mansal, simply because they relate not 50 much o the design of
the instrument a5 to how and when one partcular instrument should be wsed rather than
anadher, Thess instrumenial considertions mnge fom the general ssues that apply w all
instruments, such as the question of accurscy versus precision, to the specific, such as
under what circumstances to distrust your AC power meter: This chapter offers practical
guidance on general questions; it docsn't try to 2]l you how to use your voltmeter.

CALCULATORS AND CALCULATIONS
How Many Digits?

“1 added the numbers bour times, and here pre the four answers™

We smirk when we hear this old chestnut, but in fact a bot of people are guilty of
something simitar all the time. The question is, How many digits shoukd [ write down
when | make a measurementt We'll talk about accumcy versus precision in the nexi
sectm ahoul DVMs; for now, lets assume that your voltmeter 12 absoheiely sccurate, o

9
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that when it says the voltage is 15.426V you know that it is (for sure) somewhere between
15.4255V and 15.4265V.

Should you write down 15.426V? Or 15.4V? Or maybe just 15V? The answer
depends on the purpose of recording the data. If you're checking that an op amp has the
proper supply voltage, and you're using that op amp for general purpose only and don’t
care whether it has 14Vor 16V as long as it works, then just writing down 15V is perfectly
adequate—if indeed you bother to write it down at all. But the more common case is this:
you’re measuring both voltage and current, because you want to know power. Let’s
suppose you're using a handheld meter for the current, and it has only three digits, reading
2.02A. This means that you know the current only to three significant places—it’s
somewhere between 2.015A and 2.025A. Since in this case your knowledge of the current
(three decimal places) is less than your knowledge of the voltage (five decimal places), the
current controls your accuracy. This means that your final answer, power, can be known
only to the same three decimal places that your least accurate measurement is known to.
The correct thing to do (in this example) is to write down the voltage measurement to one
more decimal place than the current, multiply, and then round off the answer to the three
decimal places: ¥ = 15.43V, I = 2.02A, so P = 1543V x 2.02A = 31.1686W, and the
answer recorded should be 31.2W. Pay real close attention here!

The final result of the calculation CAN’T have more digits
than the LEAST accurate measurement!

This is because the uncertainty is greatest in the least accurate measurement, and this in
turn controls the accuracy with which you can know the answer.

Do | Care?

The question of uncertainty is not just one of those dull things you forgot in high school
and have thereafter ignored with impunity. To rub in the point, consider how far off the
calculation could be. If the voltage and current were both at the low end, even though the
meters were reading correctly, P = 154255V x 2.015A = 31.08W; and if both were at
the high end, P = 15.4265V x 2.025A = 31.24W, a difference of 160mW, entirely due to
the limited number of digits on the meters. This doesn’t seem like a big deal until you
realize that you might be trying to measure the efficiency of an efficient converter. If the
input power was 33.3W, then the efficiency is somewhere between n = 31.08W/33.3W =
93.3% and n = 31.24W/33.3W = 93.8%—and this doesn’t even include the inaccuracies
in the input measurement! The difference between being able to report 94% efficiency
rather than 93% efficiency can make or break a project. The correct thing to record is
n=31.17W/33.3W = 93.6%, halfway between the minimum and maximum (note that
the extra digit was again held over until the final calculation).

A Closely Related Problem

A closely related problem is not writing down enough digits. Maybe there’s a little flicker
in the last digit of the meter, and anyway there’s not much difference between writing down
2.02A and just plain 2A, right? The example above shows that to be able to write down a
number representing efficiency of an efficient converter to two digits requires writing
down all the measurements to three digits. The reason here is slightly different from that
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given above: to calculate efficiency, two numbers that are very nearly equal are being
divided, and so small inaccuracies in either one make the answer quite inaccurate—
because you are presumably quite interested in whether the efficiency is 94% rather than
93%.

One More Problem to Avoid

A rather less common pernicious problem is the casual assumption that your measurement
has unlimited precision: as we’ve emphasized, if a meter says 2.02A, that’s what is meant,
not 2.020000A! It’s the same thing: your meter only has three digits, and there’s no way to
get a better number out of it by pushing buttons on a calculator. All you can do is get a
better meter.

DVMs AND OTHER METERS
Accuracy versus Precision

In the foregoing discussion about how many digits to use in calculations, we assumed that
what the meter showed was exactly right—that is, that the meter had unlimited accuracy.
However, the meters showed only a certain number of digits (in the example, the handheld
current meter showed three) and thus had a limited precision. But of course real meters
have not only limited precision, they also have inaccuracies of various kinds, and problems
of both types limit the validity of any measurements you make.

Averaging

It might be tempting to try to get a more accurate measurement in the case of a meter
whose last (or several last) digit(s) are flickering by writing down the number several times
and then averaging, as in Table 4.1. This idea is fine if you know for sure that the reason
that the digits are flickering is due to white noise (random noise)—although in this case a
better plan is to suppress the noise with a filter (see below). But if the noise is rather due to
a periodic signal, such as an oscillation in the circuit at 1kHz, your meter may be reading
the signal at the same point in each cycle, causing a systematic bias in the measurement, as
in Figure 4.1. This is exactly the same thing as aliasing in an oscilloscope. In this case, you
have an added inaccuracy, and filtering is essential; your “human averaging” is actually
degrading the information.

TABLE 4.1 Sample Averaging Data

Trial 1 2.02A
Trial 2 2.06A
Trial 3 2.05A
Trial 4 2.00A

Average: 2.03A
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Figure 4.1 If your DVM samples at a
frequency related to an AC component of your
waveform, you may get false readings.

How to Filter a DVM

To filter a DVM input, it’s necessary to know what frequency noise you want to get rid of.
Otherwise, you may be filtering the thing you want to measure! As an example of how to
successfully filter a signal, suppose you want to filter a 100kHz noise source from a
switching supply, and you need to reduce the noise by a factor of 10. This implies that the
filter should have a frequency of about 100kHz/10 = 10kHz. This sets the product R times
C, but not their individual values. The key here is that R is going to be in series with the
input resistance of the meter. Therefore, to maintain a certain accuracy, R must be smaller
than the input resistance by that amount. If the input resistance of the meter is 10MQ, a
typical value, and you are trying to achieve 0.1% accuracy, the R you choose for the filter
has to be less than 10MQ x 0.1% = 10kQ. Completing the example, with R = 10kS2, the
capacitor (see Figure 4.2) will be

I
C=sriokmz ioke ~ | O"F

You may want to build up a few of these little circuits on perf boards with a pair of
banana jacks on both ends, for easy availability when needed in the lab.

MW
10k

DVM Circuit being measured

1.5nF

e

Figure 4.2 A filter for a DVM.

Measuring RMS and DVM Bandwidth

Your DVM updates its display a couple of times per second. However, this information
doesn’t necessarily have anything to do with its bandwidth, that is, the maximum
frequency signal the instrument is able to measure. You find out the bandwidth by looking
in the manual, but one thing to check is that the meter has adequate bandwidth for the
measurement you're trying to make: if the bandwidth is 1kHz, the meter will certainly read
a 10kHz signal as smaller than it really is.

Meters used in AC power measurements are a special case of this potential
inadequacy. They frequently have very limited bandwidth, and so if you’ve attached, for
example, a discontinuous flyback converter to the AC line, you can expect to get false
readings unless you put a large capacitor in front to smooth the pulsating current.

Of course, putting a large cap in front is exactly the opposite of what you want to do
to measure the power factor. In fact, measuring the input power and the power factor of an
off-line converter may require two separate measurements, each with its own setup.

Another point to observe with RMS measurements is that many AC meters have a
maximum crest factor they can tolerate; that is, if the peak (current) is very much higher
than the average, they also give false readings—read the specs on this carefully.
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Finally, it is worth observing that many types of meter have their internal circuitry
somehow upset by high frequency noise, such as that generated by a switching power
supply. (Isn’t that convenient?) Almost all measurements on a converter are going to
require filtering and careful attention to meter limitations.

Measuring Efficiency: Cross-Calibration

Here is a practical method for getting rid of accuracy problems where they are most
important, during converter efficiency measurements. In measuring efficiency, you have to
measure an input voltage and current, and an output voltage and current. If you were to
simply write down the value of a meter reading from each of these four measurements,
youd end up with quite a bit of inaccuracy in the efficiency, because each meter
contributes its own piece of inaccuracy to the result. However, note that the efficiency
is the ratio of the two voltages times the ratio of the two currents. Thus the absolute values
are of not much concern (you don’t care whether the input is 27V or 28V, etc.) If both the
voltage (or current) meters are then 0.3% high, this inaccuracy cancels out! Thus, what
you want to do is what the author calls *“‘cross-calibration”: that is, before making the
measurement, you attach both DVMs being used for the voltage (or current) measurements
to exactly the same point (pass exactly the same current through them, respectively); they
should read exactly the same. If they don’t, you can find a scale factor for one of them that
makes its reading equal to that of the other. If you now use the scale factor when measuring
the efficiency, the inaccuracies still cancel out.

Practical Note If you wanted to do it just like calibration people do, after the cross-
calibration, you would next either ensure that the meter stays on the same scale
throughout the measurement or cross-calibrate it with itself on the other scale, the
one it's going to be used on. But practically, this isn't necessary, cross-calibration
seems to work just fine without going to this extreme. In real-life a more serious
problem occurs when someone comes by overnight, uses your meters, and puts them
back in a different order. Now in the morning the cross-calibration is wrong, and you
don't even know it! The author doesn't have a suggestion to fix this problem.

Where to Put the Probes

Practical Note Put the DVM probes on separate leads from the power leads. Don't
jack them in to the load.

The idea here is that since the power leads are carrying current, they have a voltage drop
that increases, the further along the wire you go. So when you’re doing a precision
measurement (like efficiency, again), bring out separate wires from the output for the
measurement, as shown in Figure 4.3. The same should of course be done for the inputs;
often on converters, attention to this matter alone can be responsible for increasing the
efficiency measured by 1 or 2% (the larger number is the correct one).
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Output
terminals
Power supply [ Load bank
under test
DVM Figure 4.3 Use separate connections for carry-
ing current and measuring voltage.

The same reasoning should be extended to the case of a small connector to which
you must attach both the power connection and the meter, either input or output. Since
there will be a voltage drop along the pin due to the current, the correct way to measure the
efficiency is to attach the probes closest to the power supply under test, and then attach the
power connections further away.

Measuring Very Low Resistances

Exactly the same technique should be used to measure a very small resistance. For
example, you may need to know the resistance of a PCB trace, or the winding resistance of
a transformer. Although a four-wire ohmmeter could be used, these instruments are
frequently not conveniently available in a lab. The best way to do this measurement is to
pass 1A (or 10A, or whatever) through the part or trace being measured, and use a DVM to
measure the voltage drop—but be sure to have the DVM probes inside the power
connections, as shown in Figure 4.4,

Using a Shunt for / > 10A

Most DVMs can’t measure a current greater than 10A. A good choice here is to use a
current shunt, and measure the voltage with a DVM. Shunts are discussed briefly in the
components chapter, Chapter 3. The shunt typically has separate leads for power
connections versus sense connections: use them! Although shunts are usually 1%
tolerance, you can achieve better accuracy by cross-calibrating the shunt together with
the DVM you're going to be using in the measurement. That is, pass (say) exactly 1A

Power leads DVM
N ./
Resistance being measured Figure 4.4 You can measure small resistances
with a current source and a DVM.
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through the shunt, and measure the voltage, calculating the resistance of the shunt, which
amounts to the scale factor in this case. Just be sure to keep the shunt and DVM together as
a pair thereafter. Otherwise you will lose the calibration.

How to Use a DVM to Measure a MOSFET

Well of course you're not going to be able to actually characterize the MOSFET with a
DVM, but you can find out if it’s “busted” or not. The trick is that on their resistance
settings, mains-powered DVMs produce enough voltage to turn on the gate of a FET, at
least a little. (Battery-powered DVMs produce a lower voltage, so this trick won’t work
with them, unless you have a logic-level MOSFET.)

To check the FET, first measure the resistance from drain to source. Here, “from”
means putting the positive terminal of the DVM on the drain, and “to” means putting the
negative terminal of the DVM on the source. The resistance should be something like
10MQ or more. (If it’s much lower, it’s busted.) Now measure the resistance “from” the
gate “to” the source: it should also be 10MQ. Then, without letting the gate touch
anything, measure the drain to source again. If the MOSFET is OK, you now read
something like a few ohms up to maybe 2 or 3kQ. If it reads open again, chances are the
MOSFET is dead, since measuring the resistance of the gate to source should have applied
enough gate voltage to turn it somewhat on.

Note: If in this last step (measuring drain—source after having measured gate—source)
the measurement shows 20 or 30k(, the MOSFET is probably also busted, although in a
weird way that doesn’t show up well except in-circuit. You should try measuring its drain—
source breakdown voltage with a curve tracer; generally, such a measurement with the
DVM indicates that this FET too should be thrown away, although you might want to send
it to Failure Analysis so they have something interesting to do.

ELECTRONIC LOADS
Why Is My Stable Converter Oscillating?

Electronic loads are convenient. You don’t have to find that unusual resistor value in a high
power package, and you don’t need to find a fan to cool it either. But it’s wise to recognize
that these instruments have some significant limitations. Otherwise you may waste a lot of
time looking in circuitry for problems that really lie in the instrumentation.

An electronic load is basically a bunch of power transistors in parallel, controlled by
a feedback loop or loops, and operated in the linear region so that they are dissipative. The
kind of control loop determines whether they appear as a resistive load, as a current sink,
or as a constant voltage.

Regardless of mode of operation, electronic loads are always being controlled in a
feedback loop, and of course this feedback loop has finite bandwidth: in typical units this
bandwidth is somewhere in the vicinity of 1-SkHz. If your converter has more bandwidth
than your electronic load, the load will not be able to make its transistors look resistive; as
a result, your converter sees some unusual type of load impedance and may well start to
oscitlate. If your stable converter is oscillating, think about the load!
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Practical Note During converter development, try to use resistive loads if possible;
reserve the use of electronic loads for the production line, after the bugs have been
worked out. If it's necessary to use an electronic load, at least try to hang the
anticipated load capacitance on the load's inputs, to reduce the load’s impedance at
the high frequency end.

Minimum Input Voltage

Electronic loads typically require some minimum input voltage to operate properly—read
the manual to find out what this is if you’re going to use an electronic load on a rail of less
than 5V (and they usually can’t stand negative input voltages at all). Typically, this
minimum is in that range of 2-3V. Some types of electronic load are especially pernicious
in that they will appear to operate at less load voltage than their minimum but won’t have
the proper impedance characteristics. You can waste a lot of time trying to debug your
converter with something like this.

OSCILLOSCOPES
Aliasing

If you don’t know or aren’t sure what “aliasing” means, try this little experiment. Set the
output from a function generator producing a 100kHz sine wave and put it into your digital
oscilloscope with the scope set on 10pus/div. You see 10 cycles of the sine wave. Now start
increasing the sweep time, to 100us/div, then 1ms/div. When you get to 10ms/div. you
may suddenly see a nice sine wave again. (If not, try a few more turns of the sweep speed
knob.) This effect occurs because the oscilloscope can display only a finite number of
points, and if it displays for a long enough period, it may end up looking like something it
isn’t. (A textbook will explain the mathematical details.)

Aliasing happens when your oscilloscope either can’t take enough samples per
second to catch everything your signal is doing or, more likely for power supplies, doesn’t
have enough memory to store the entire waveform occurring in a sweep period. For
example, if the scope has 1000 points per channel, and you’re set at 10ms/div, with 10
divisions displayed, the sweep time is 10ms/div x 10 divisions = 100ms, and since it only
has 1000 points, it can only display intervals of 100ms/1000 points = 100us; anything
happening in less than this time can be aliased. That is, you may miss the event entirely, or
it may appear to be at a lower frequency than it really is.

The practical point here is that just because your digital oscilloscope says your signal
is doing something, this isn’t necessarily happening. If you don’t know what to expect, you
can be seriously fooled. This is particularly likely to happen when you have 60Hz pickup
and you're triggered in such a way and at such a time base that you don’t see anything at
that low frequency; you try to figure out why the waveform is different when you check it
twice! The best plan when looking at a brand new signal is to sweep over a very broad
range of time bases to ensure that there isn’t something unexpected happening. Or, be an
old fuddy-duddy: try using an analog oscilloscope for the early stages of investigating a
new signal; it won’t alias.
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NETWORK ANALYZER

A network analyzer is an instrument for measuring the response of a system to a sine wave;
that is, it measures the transfer function by producing a sine wave whose frequency varies
slowly with time, then measuring the magnitude and phase response of the system to this
signal. Network analysis can be as simple as measuring the impedance of a capacitor as a
function of frequency, or as complex as measuring the closed loop response of a converter.
A network analyzer is a must-have for the loop measurements we’re going to be
doing in the chapter on stability, Chapter 6. Since they are complex instruments, and not
nearly as familiar as oscilloscopes, we’re going to give detailed instructions for operating
the HP3562A, a typical instrument in the medium price range. The HP3562A is not
particularly convenient for measuring impedances, but it works fine for measuring loops,
which is what the instructions will be targeted for. Other popular models (such as those of
Venable Instruments) are quite similar in concept. Thus, although the detailed instructions
regarding which buttons to push will differ, the general procedure will be the same.

Step-by-Step Instructions

In the 10-step instruction set that follows, the hardware, or hard, buttons labeled on them
on the front panel are indicated by the capitalized word BUTTON, whereas the soft (i.e.,
software-generated) buttons that appear on the display screen in response to pressing a
BUTTON are designated by the capitalized word SELECT.

I. The analyzer takes about a minute to warm up and perform its self-checks. The
very first thing to do with the HP3562A is to push the BUTTON Cal, and
SELECT Auto Off. This particular machine, unlike others, will otherwise
calibrate itself without warning, often splat in the middle of your measurement.
This can cause your supply being tested to explode, since calibration is
accompanied by the generation of signals.

2. The next step is to select the measurement mode. To measure the loop response
of a converter, you want the analyzer to produce a time-varying sine wave. Push
the BUTTON Meas Mode, and SELECT Swept Sine. Other models may require
you to select network analyzer mode, or gain—phase mode.

3. Next we set the frequency range over which the transfer function is going to be
measured. A typical sort of range for a moderate bandwidth converter might be
from 10Hz to 10kHz, three decades. We also have to set how quickly the sweep
is going to be made. On this machine, a reasonable compromise between signal-
to-noise ratio and operator patience might be 30 seconds per decade, for a sweep
time of 1.5 minutes. You can also select how much averaging is to be done (how
many times the same band is averaged before going on to the next frequency),
but we’ll not use this in this example. On fancier machines, you may be able to
select directly the windowing bandwidth, which is accomplished in this machine
with the sweep speed. Thus, press the BUTTON Freq and SELECT Start Freq.
On the keypad, press the BUTTONS for 10, and then SELECT Hz. Next,
SELECT Stop Freq, press the BUTTONS for 10, and SELECT kHz. Finally,



68

10.

Chap. 4 B Practical Guide to Instrumentation

SELECT Sweep Rate, and use the BUTTONS Up/Down to get to about
30s/Dc.

If the plots look scraggly, which happens usually at the lower end of the
frequency spectrum, you can sweep more slowly, and/or average; but of course
either ploy increases the time needed for the measurement.

Next we set up the display. We're trying to get a Bode plot, so we need two
traces: one for magnitude, the other for phase. Other machines may do this
automatically in gain—phase mode. Start by selecting BUTTON A, for the A
trace. Then push BUTTON Coord, and SELECT Mag(dB). Then push
BUTTON Meas Disp, and SELECT Freq Resp, since we are sweeping
frequency.

Now we can do the same for the second trace: select BUTTON B, push
BUTTON Coord, and SELECT Phase. Then push BUTTON Meas Disp and
SELECT Freq Resp.

To turn both traces on simultaneously, push BUTTON Active Trace A/B; this
produces the magnitude trace on the upper half of the screen and the phase trace
on the lower half, the usual display style for a Bode plot. Other machines
produce a single screen with both gain and phase on a single plot, with two axis
scales.

. For convenience, it is helpful to let the machine control the vertical axes scales

(gain and phase), rather than worrying about it yourself. Push BUTTON Scale
and SELECT Y Auto Scale. If you have special display requirements (e.g., not
showing what happens below 0° phase, as we do in the stability chapter, Chapter
6), you can turn off this autoscaling on either trace indépendently by pushing
BUTTON A or BUTTON B, and then SELECTING Y Fixed Scale, and pushing
BUTTONS on the keypad for the minimum and maximum display range; the
analyzer clips any measurement outside the selected range.
Now we set up the characteristics of the signal output that’s going to be used to
drive the system. For a closed loop measurement, a level of about 100mVAC is
suggested as a starting point. Push the BUTTON Source, and SELECT Source
Level, then press the keypad BUTTONS for 100 and SELECT mV; or you can
use the BUTTONS Up/Down, or use the dial to accomplish the same thing.
This machine powers up with the DC Offset = 0, but for the open loop
measurement, this can be changed if desired.

The most common cause for scraggly looking plots at moderate frequen-
cies is insufficient source drive level; try increasing it until you get a nice
smooth plot. However, you need to observe the cautions below.

Finally, to turn on a cursor (useful not only for your measurement, but also for
displaying information in a presentation), push the BUTTON X.

Some machines (although not the HP3562A) require you to set the input
impedance and the input attenuation for each input channel. Input attenuation
can be set to any value (usually either 0dB or 20dB) as long as the same one is
used for both channels. An “input overload” warning that appears while the
sweep is being run indicates that the input attenuation should be increased. The
input impedance should be set to IM( for both channels. Occasionally you will
come across an instrument that has only a 50Q input; this type CAN’T BE
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USED for loop measurements, because the S0Q load disturbs the loop
components too much.

The network analyzer itself is now ready to go. But there are a few more things to
know before you begin operation. The most important is to avoid thinking that the loop
can be temporarily closed without injecting a signal by turning off or disconnecting the
Source. Don’t do it! With the mixer method (see the chapter on stability, Chapter 6)
disconnecting the Source causes the output voltage of the mixer to double, causing the
output of your supply to double! The correct way of removing the AC signal is to set it to
0V with the BUTTON Source. This caveat is irrelevant if you are using the transformer
method.

Another step you’ll certainly want to take is to monitor the gate drive signal with an
oscilloscope while the analyzer is sweeping. Although the output of the analyzer is a
constant amplitude, the response of the converter to this signal is not a constant; it happens
not infrequently that what seemed a reasonable drive level at low frequencies causes the
duty cycle to fluctuate wildly, and to go to zero at frequencies near the converter’s
bandwidth. You have to avoid this, because if the duty cycle ever goes to zero, the
converter isn’t operating, and you’re no longer measuring the transfer function. This is the
reason for watching the gate’s duty cycle while sweeping, to ensure that the duty cycle is
OK. A symptom of duty cycle collapse (if you’re looking at someone else’s measurement)
is a sudden, discontinuous jump in the Bode plot.

Practical Note A good starting point for signal amplitude (source level) is to set the
oscilloscope time base so that you're looking at a single cycle of the duty cycle (and
trigger on the rising edge, as shown in Figures 4.5 and 4.6) and then increase the
source level until you can just make out a little movement on the following edge. The
figures show good and bad levels of drive. Figure 4.5 shows the gate drive of a
converter being driven properly: the dither on the falling edge is caused by the
modulation of the loop. Figure 4.6 shows the gate drive being overdriven: not only is
the dither enormous, but the duty cycle goes down to 0% during a portion of the low
frequency cycle.

With all of this set up, you can now turn the system on, in this order: mixer power
supply, converter input power, and then analyzer sweep, by pushing the BUTTON Start. If
you stop the sweep (by pushing the BUTTON Pause), reverse the order, by first turning off
the converter input power and then the mixer’s supply. Rigidly following this order
prevents the converter from operating in open loop mode, where it might very well self-
destruct, since the mixer is in the feedback loop, and it 1s of course an open when
unpowered.

Nyquist Plots

The HP3562A can also be used to generate a Nyquist plot from the data. For this function,
you need only press the BUTTON Coords, and SELECT Nyqust (sic). Since it is a single
graph, it’s best to turn on just A. Otherwise you will have two half-sized plots of the same
thing. Not all analyzers have the ability to display Nyquist plots.
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Practical Design of a DC Inductor

Wire Table

.00063 18,000 91.2 22.0 44.0
.00079 14,350 72.7 17.5 35.0
.00100 11,500 58.2 13.8 27.6
.00126 9,160 46.4 11.0 22.0
00159 7,310 37.0 8.7 17.4
00200 5,850 29.6 6.91 13.8
.00252 4,680 23.7 5.48 10.9
00318 3,760 19.1 4.35 B.70
00402 3,000 15.2 3.44 6.88
00505 2,420 12.2 2.74 5.48
00639 1,940 9.83 2.17 4.34
00805 1,560 7.9 1.72 3.44
01013 1,250 6.34 37 2.74
0128 1,000 5.07 1.083 217
0162 810 4.11 853 1.71
0203 650 3.29 681 36
0257 525 2.66 539 1.08

Figure 5.15 Typical vendor’s table for selecting a wire gauge. (From Ref. 2, p. 13.)

91



92

Chap. 5 B Practical Design of Magnetics

Practical Note When the manufacturer doesn't give the length per turn for 100% fill
factor, or (more commonly) doesn't tell you what fill factor the length per turn is for,
a good approximation for all core sizes can be made as follows: length per
turn = OD + (2Ht), where OD is the unwound core outer diameter, and Ht is the
unwound core height.

The catalog (Figure 5.12) lists the length per turn as 0.072 fi. The resistance per length
of #22 wire, again from Figure 5.15, is 0.0162Q/ft. The resistance (at 20°C) is thus

R = length/turn x number of tums x resistance/length
= 0.072ft x 29 turns x 0.0162Q/ft = 34mQ

about half the 75mQ we initially calculated as absolute maximum permissible.

Power Loss

So far we’ve calculated the DC flux density and the resistance. To find total power loss in the
inductor (aside from temperature, which will be done iteratively, see below), we still need
the AC flux density, which determines the core losses. Let’s calculate this next.

Recall that our switching frequency is 250kHz, which is a period of 4ps. The duty
cycle was 33% (because V,,/Vi, = 5V/I5V = 33%), and so the peak-to-peak ripple
current was 0.377A.

So the core has a peak-to-peak AC flux density of Hac = H/NI x N X Ioc =
0.467 x 29 tuns x 0.377A = 5.1 Oe. Since the permeability is 125 x 80% = 100
(because the permeability has been reduced by the 2ADC current), the AC core flux
density is Bac = Hac x u = 5 Oe x 100 = 500G,

Following the theoretical discussion above, we cannot find out what the core losses
for this situation are really because the current waveform is triangular, not sinusoidal. Still,
since all we have is losses for sinusoids, we’re going to go ahead and get an approximate
idea of the core losses by approximating the triangular waveshape with a sinusoid of the
same peak-to-peak amplitude.

Practical Note This approximation is one of the main reasons it's necessary to go to
the lab and really measure your magnetics. it simply isn't possible to get really good
power loss calculations for the core (you'll be doing very well if you're within 10—20%).
Note however, that you can do much better when the magnetic piece really is a DC
inductor, because if the AC ripple is zero, then so is the core loss.

Referring now to Figure 5.16, another chart from the Magnetics catalog, we find that
with a flux density of 500G, at 250kHz, there is a core loss of approxnmately 30W/Ib.
[Note: This is a pretty crazy unit, huh? Other manufacturers give it in W/ m>.] The core has a
weight of 0.0046 1b, so the core losses are about 140mW.

To get the total losses for the design, let’s add in the copper loss: P = I’R
= (2A)? x 34mQ = 136mW (at 20°C). Notice that the copper losses are just about the
same as the core losses. Following our rule for optimal design, this means we have done a
good job. If the ripple had been much smaller, yielding a smaller core loss, this would have
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told us to decrease the copper loss at the expense of increasing the core loss, which we
would accomplish by removing turns, using a higher perm core, and letting the inductance
swing more --just the direction we initially started from. In practical terms, this would mean
that our restriction of not letting the inductance swing down to less than 80% of its initial
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value would have been causing unnecessary losses. Of course, there may be a perfectly valid
reason for limiting the swing, which in the case of a flyback is to prevent the pole set by the
inductance from moving too much, as will become clear in questions of stabilizing the loop
in the following chapter. At any rate, even though the losses are optimized already, at this
point in the calculation it won’t hurt to revisit this percent swing limitation to see if it can be
usefully relaxed any.

The total power losses are P = Pore + Puire = 140mW + 136mW = 276mW, and
so we can estimate the temperature rise with the formula:

B (P(mW) 0.833_ 276 0.833— 3
= [sims) = (35) =

where SA is the (wound) surface area of the inductor, which is listed in the Magnetics
catalog [2, p. 4]. If the power loss and thence temperature rise were dominated by the copper
losses, and if the temperature rise had proven to be excessive, we would also have been
pushed in the direction of fewer turns. Realistically, in this case it might be necessary to go
to the next core size up. Conversely, if the temperature rise seemed acceptably low, the
entire calculation could be repeated for the next core size down, to see if a smaller (and
therefore cheaper) core would work.

Temperature Dependence

With the 50°C rise, we can now calculate the copper losses as a function of temperature.
(Remember that the 136mW was based on the assumption that the wire was at 20°C.) The
goal here is to produce a final power loss and temperature rise estimate that is self-
consistent. That is, we want the temperature at which the power loss is calculated to be the
same as the temperature at which that power loss implies the core is going to be operating.
The equations governing the two equations are transcendental, so they can’t be given
a convenient form; but in reality, for all practical designs the temperature can be solved
for iteratively, in just one or two cycles. Let’s do that here, so you can see an explicit
example.

The temperature rise calculated by our first estimate, AT, was 50°C. So the resistance
should be multiplied by a factor of (1.0039)°® = 1.21, because copper has a positive
temperature coefficient of 0.39%/°C; that is, the resistance at 20°C + 50°C = 70°C is
34mQ x 1.21 = 41mQ. The new power loss is 165mW in the copper, which is 305mW
total, for a temperature rise of 55°C. This is close to the temperature at which we calculated
the copper resistance, and so the whole calculation is now self-consistent. If the core
operates only at 25°C, this 55°C temperature rise is perfectly acceptable.

Practical Note In practical applications, however, it is often desirable to limit the
magnetics temperature rise to about 40°C.

For example, if the inductor is going to operate in an ambient temperature as high as
70°C, the inductor will be getting up over 125°C, and so you need a cooler design. Don’t
forget about maximum ambient temperature when calculating the wire resistance, either!
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Conclusion

As you see, there can be quite a bit of work involved in the design of even the simplest
magnetic structure, a DC inductor. People who do such designs frequently tend to use
computer programs. All the major manufacturers offer such design programs for their cores,
although the software is of widely varying quality and usefulness—caveat emptor!

PRACTICAL DESIGN OF A FLYBACK TRANSFORMER

Although we’re not using a flyback transformer in our design of a buck converter
(obviously), we’ll give an exemplary design for one, because a flyback transformer is
halfway between an inductor and a transformer, as indicated above, and deserves it own
treatment for clarity. The presentation of the design work will be slightly less detailed than
that for the DC inductor, but only on the aspects that are truly the same. Note that the design
is for an isolated flyback; however, the design of a nonisolated flyback’s inductor would be
almost the same, except for the absence of a secondary. Let’s suppose the following design
requirements: a 48VDC input (for simplicity, we’ll assume there is no line variation) and
desired power output of 10W. Switching frequency is 250kHz. You’ve allotted 0.2W for
losses (based on total losses you can allow to meet the converter’s efficiency requirements),
so the transformer has to be 98% efficient (0.2W/10W = 2%). This sort of efficiency is
going to give you a moderate sized piece of magnetics; if the transformer has to be smalier,
the efficiency will go down.

You can design the primary of an (isolated, discontinuous conduction mode) flyback
transformer with just these four pieces of information: power output, switching frequency,
losses, and input voltage. (They are also sufficient for designing the inductor of a
nonisolated flyback.) Note that nothing has been said about inductance! Inductance is
determined by the other parameters, as will become apparent below.

Let’s say you’re using the PWM chip UC3845, (a moderately priced 8-pin device), so
the maximum duty cycle is 45%. The choice of maximum duty cycle is going to be related
to the decision of whether this flyback is going to operate in continuous mode or
discontinuous mode; we’ll calculate it below. Our goal is going to be discontinuous
mode for this example.

Let’s set one more design goal: the transformer should be low profile, perhaps because
of height constraints. [t turns out that transformer design is not as straightforward as
inductor design; there are always quite a few different magnetic cores that could be used to
achieve the same electrical parameters. In this case, other criteria must be used to choose a
core, based on size, or cost, or something else.

Equations Governing the Flyback

Let’s do some basics first. As described in the theoretical portion at the beginning of this
chapter, when the switch attached to the flyback transformer primary is on, the primary is
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acting like an inductor. Thus, we have a voltage applied across the inductance of the
primary, and that resuits in a current that ramps up for as long as the switch is on:

vV VxDCxT_VxDC

I, =—t = =
pk ™ [ on L fxL

where DC is the duty cycle, f is the switching frequency, and T = 1/f is the switching

period. This equation is valid because we are designing a discontinuous mode flyback.
Remember that the current in the primary looks like the sketch in Figure 5.17.

- ka

' IDC xT , » \ Figure 5.17 Current in a discontinuous mode
T flyback.

Now the energy stored in the primary inductance depends on the peak current:

_ L vipc?
T2 2L

and since this energy is delivered once every cycle,

ViDC?

P=H =3

This equation is fundamental for the discontinuous mode flyback. It says that once the
input voltage has been determined, to increase output power you have to either decrease the
frequency or decrease the inductance; there are no other choices. Once the switching
frequency has been chosen, all you can do to increase power is to decrease the inductance.
Since there is a practical minimum to the inductance (set by, say, 10 times the stray
inductances—Ilet’s say SuH), there is a practical maximum amount of power you can get out
of a discontinuous mode flyback converter, on the order of 50—-100W.

Practical Note At low input voltages above about SO0W, you shouldn't be trying to
design a flyback converter.

We’ve assumed that we're switching at 250kHz (perhaps set by switching transistor
limitations). Calculating,

(48V)%(0.45)*

IOW=—-7Fr——
(2 x 250,000)L
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or L = 93uH. We can now find /.

48V x 045

= " _0.93A
T = 250Ktz x 93uH 09

Selecting a Core Material Type

Now we need to select a core material to achieve this inductance. Since the switching

frequency is relatively high, we pick ferrite; another possibility would be MPP, and a full-

blown design would properly consider that too, repeating all the steps herein. For simplicity

of presentation, only the ferrite is considered, since it will probably turn out that the ferrite

design is substantially smaller for the same efficiency than the MPP core design would be.
We already know that (in engineering units of centimeters, amps, and gauss)

4
By, = a1 (5.1a)
In
and
AnN? -8
I = gn_M (5.1b)

1

m

with /;;, the magnetic path length. Now for the small ferrite cores that we will be using, the
magnetic path length is pretty tiny, with the result that B would be very large, probably
saturating the core, and in any case certainly dissipating a lot of power. For this reason,
Sflyback transformers (and any DC inductors that use ferrite) always use an air gap. The air
gap greatly increases the effective magnetic path length because the permeability of air is so
very much lower than that of ferrite. The effective path length for a core with an air gap is

lo=lp+ 1 X Ly (5.2)

In many practical cases it turns out that the second term of this equation is much larger
than the first,

BoX g > Iy (5.3)
so that it is a reasonable approximation that

le x “ X lgap
Note: This is only an approximation; it is not always true! You need to check that this

approximation is true in every design, every time you use it.
Substituting in with this approximation, we have

_ 04k, N and I — 0.4nN24,107®

/ gap lgap

B (5.4)

Let’s make it 100% clear about the usage of these equations: when there is an air gap
in a ferrite (or other high perm) material, use equations 5.4, after verifying the validity of the
approximation (equation 5.3); otherwise, use the fundamental equations shown in equations
(5.1a) and (5.1b), remembering to use the effective path length (equation 5.2) when there is
a very small air gap.
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Core Selection

Unsurprisingly, it is usually necessary in actual practice to go through several different
styles of cores to determine which is the best for a given application. The case we are
designing for, however, had low transformer profile as a design criterion, which eliminates
most styles from consideration. So we are going to go ahead and use the EFD style core (the
name stands for “Economic Flat Design”); it would probably be reasonable to look at some
other cores as well as this one when the design is finished, but we won’t pursue that in the
interest of space.

So let’s pick the smallest EFD core, the EFD10, made, for example, by Philips [3],
and see if we can squeeze the 10W out of it. If not, then we’ll have to go up a core size. The
information for this core is in the Philips soft ferrite cores catalog, reproduced as Figure 5.18.

Selecting Core Material

Now we can select a core material for this core. Referring to pages of the Philips catalog
reproduced in Figure 5.19, we see that there are quite a few power materials from which to
choose. In fact, if we look at other manufacturers’ data books, there seems to be almost an
endless variety, no two manufacturers making the same set of materials, not even materials
with identical characteristics. How to choose?

Let’s start by just talking about Philips’s materials [1]. In the old days, everyone used a
material referred to as 3C6A for everything in power. This material was pretty poorly
characterized and had very high losses; it is now marketed as 3C80 and is used only in the
most cost-sensitive applications. It was replaced by 3C8 material, which is now called
3C81. However, as converter switching frequencies continued to rise, Philips [1] came out
with various new materials—remember that core losses grow faster than linearly with
frequency. So nowadays, there is a whole set of power core materials, and we can pretty
much choose one based on switching frequency alone.

This also answers the problem presented by the availability of so many differing sets
of core materials from each manufacturer. Closer examination will show that all have (at
least roughly) similar materials for each frequency range, and indeed it is not uncommon in
a magnetics specification to state that the core material used can be any one from a listed set,
one from each manufacturer. Small differences in the materials are swallowed up by the
tolerances of the various parameters in the construction of the magnetic core material.

Since we said that the switching frequency of this flyback was going to be 250kHz,
we look across the soft ferrite materials selection table (Figure 5.19), and find that the
recommended material is 3F3 (or, again, an equivalent from a different manufacturer). This
material is very good, with losses half those of 3C835 at the same frequency; but things keep
changing in this field, and you need to stay aware of the materials currently available.
Perhaps there will be a better choice by the time you read this, but for our EFD10 core, we
will choose 3F3 material.

Selecting the Gap

Having selected the core shape and material, we next select an air gap. The natural way to go
about this might seem to be to target a peak flux density (based, e.g., on losses) and then
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EFD Cores
s [ it —— Part Description” Example:
- 33
|"—F — rH . [ e rH I
[ —— Material
! L I l 5 5 5 5 L l
o CHEI=l o el s
3 -]— ! ]- T—J' L {dimengion A in mm)
4 —l K= 1 TYP, 3 7 I 1 TYP.
-+ Desgnates Economic Fla Design core Family
1 Fil
e Fig 9.2 * Part Description is for a cone half,
A B D E G H ] J K
il e b Inrien nmm irvmim inirmm iR indmm nrrm indmm nimm I Irimim
413 205 106 148 301 179 .057 008 .00B 031 118
EFD10 +012 | +004 | =004 | +006 +.01 +006 [ +£002 | +004 | +004 | +004 | REF
{Fig. 1) 10.5 52 2.7 3.75 7.65 4.55 1.45 02 | 02 8 3.0
492 244 138 179 354 213 079 008 008 .031 138
EFD12 +012 | +£004 | £004 | +006 [ =01 +006 | =004 | +004 | +004 | +004 | REF
{Fig. 2) 125 6.2 as 4.55 8.99 5.4 2.0 0.2 0.2 ) as
591 295 183 217 433 209 084 008 .020 .031 138
EFD15 +016 | +006 | =006 | +010 | +014 | +006 | +004 | +004 | +.004 | +004 | =004
(Fig. 1) 15.0 75 4,65 5.5 11.0 53 24 0.2 0.5 8 a5
787 .394 262 303 606 350 142 007 | 031 031 A77
EFD20 022 1.006 +.006 =.010 +.020 +.008 =006 +.004 +.004 +.004 | +£.008
{Fig. 2) 200 10.0 6.7 77 15.4 8.9 3.6 0.2 0.8 8 45
984 492 358 366 736 449 205 024 .039 033 | .197
EFD25 +026 | +006 | 2008 | =010 | +.024 | +.008 | +.006 | +004 | +004 | +.004 | +.008
(Fig. 2) 250 125 9.1 9.3 18.7 1.4 5.2 0.6 1.0 1.0 5.0
1.181 591 .358 441 .882 575 193 .030 .039 039 | 236
EFD30 +.031 =.006 +.008 +012 +.030 +.010 1,006 +.004 +.004 +.004 | £.008
(Fig. 2) 0.0 15.0 9.1 1.2 22.4 14.6 49 0.8 1.0 1.0 6.0
le Ae Ve (] aces 3F3 aF4
” e Inimm infmim? in¥mm’ intmm ' +25% *25% 225%
933 0.011 0.01 83.82
EFDI0 237 7.2 171 3.30 — 500 280
1.12 0.018 0.02 63.5
EFD12 28.5 1.4 325 2,50 - 700 380
- L i | ’
134 023 031 58.26
EFD15 34.0 150 510 227 — 700 400
— - —t
1.85 048 089 38.54
EFD20 47.0 31.0 1460 1.52 — 1150 580
224 090 201 24.89
EFD25 56.9 58.1 3300 1.00 2000 1800
2.68 107 287 25.05
EFD30 68.0 59.0 4700 0.98 2100 1300
Figure 5.18 A vendor’s EFD core data sheet. For gapped core information, users are

referred to pages 24 and 25 of Ref. 3; page 25 is reproduced below as
Figure 5.21. (From Ref. 3, p. 18.)
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Soft Ferrite Materials Selection Table

i‘-
Plﬂl"mﬂ‘ SYMBOL UNIT TEST CONDITION 3aB7 3Bs a3 4Cs
Suggested Freq. Range t MHz - <03 <03 <25 <200
Initial Permeability W, — T=25C.B<imT 2300 1800 750 100
Satyration Flux Density Bs mT g 410 350 370 380
& Fold tmenay on Alm T2 250 250 1000 3000
Remanence - Br mT T=25C 150 125 160 200
Coerdive Forca He Alm T=25C 15 20 80 250
Relativa Loss Factor f=100kHz, B< 0.1 mT <5 s5 - -
(x 10%) (=300 kHz, B < 0.1 mT 12 16 <10 -
tan 8/ = 1=1MHz, B <0.1mT <30 25
I=3MHz,B<0.1mT <60
Power Loss | = 25kHz, B = 200mT
Density: @ T = 100°C f = 100kHz, B = 100mT -
(Sinewave Excitation) Py mWiem! I = 500kHz, B = 50mT - - -
f= 1MHz, B = 30mT
ampe Factor TF K' I=10kHz, min -0.8 09 +05 0
i ':'%Ig max +06 IIB +25 +6.0
in the Temp. Range AT “C +20- 470 =30 - +70 +25-+70 +5-+55
Curie Temperature Te °C - 2170 2145 2200 2350
DC Resistivity p am T=25°C -1 =1 -2 =10’
Density ] glem’ - =48 =48 =47 =45
Planar E Cores Page 5 - — - -
Pot Cores & PT Cores Pages 6,7,8,9,10 L ] L] L ] L
PQCores Page 11 = - — —
Available RM Cores Pages 12, 13 L] L] L] L]
Core E, EC, ETD Cores Pages 14, 15, 1617 - - - —
Shapes EFD Cores Page 18 (rig s 1a. #us book - - - -
EP Cores Page 19 — — — —
USI Cores Page 20, 21 - — - -
Toroidal (Ring) Cores Pages 22,23 ° o . -
NOTES
| Vislues shown are based Lpon orokdal test with OO = 25mm, 10 = 15mm, HT = 10mm. Products generally do nol fully comply wih the material
specification. mlmmnmhmmwmmnmu
2 Typical values. See delaled malerial specification for guaranteed power losses. Each core in dur calalogs has a g power loas

3 Foi detaded malerial information, requost our Soft Famia Material Salection Guide, PC 1062

Figure 5.19 Catalog pages showing characteristics of the vendor’s soft ferrite materials.
{From Ref. 3, pp. 2-3.)

determine a gap that gives this flux. (What is meant, of course, is that knowing both the flux
density and the desired inductance is what determines the gap—of course the flux density
alone is insufficient because of its dependence on the number of turns.) The problem with
this approach is that it ends up with an odd gap size that will have to be specially ground for
this transformer—read money. Another potential problem with making a selection this way
is that the gap could end up being very small, in which case the tolerance on the gap could
have a significant effect on the flux density achieved, and thence the losses; there might even
be the potential for saturation of the core.
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Soft Ferrite Materials Selection Table

ACa/aces | 3E2A 3E25 3E5 acso | ace1 | 3ces 3F3 aFa 3R1 SYMBOL
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100 |so@soc| 60 = =
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Figure 5.19 (Continued)

Practical Note It's not really practical to specify an air gap less than 10-20 mils
(thousandths of an inch; i.e., 0.25-0.5mm) because the tolerance on the grinding is
1-2 mils (0.025-0.05mm). Below this value, your only safe bet is to buy a pregapped
core for which the manufacturer guarantees an A4, rather than a gap size.

Even with a pregapped core, you have to worry about how much this gap will change
when the two core halves are clamped together if the gap is too small: a glue will add to the
gap length (especially if the glue thickness varies from unit to unit), and if you pot the core,
it may expand. There are all sorts of problems; designing with a gap larger than 20 mils
avoids many of them.
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Practical Note When you buy a core set that has a given 4,, it frequently has one
half gapped and the other half ungapped. Thus, for lab work, you can achieve 4,
values equal to half those listed in the book by putting together two gapped halves. Of
course, then you're stuck with a bunch of ungapped halves.

Practical Note When you build your own gapped core in the lab, a common “gotcha”
occurs when you try to put spacers in each of the two outer legs of the core (e.g., with
multiple layers of 2-mil Mylar tape) and make each spacer equal to the desired gap.
You need to remember that the gap you calculate is the total air path length, which is
the sum of the center post path and (either one of the) outer post paths. (There are
two complete paths, one through either side of the structure.) Since putting gaps on
the outside legs also creates a gap in the center post, the gap you put into each leg
should be half of this (see Figure 5.20).

L |

/ 4

L gap Lgap
2

Figure 520 A center gap is equal to twice a side gap.

Practical Note If you want to have the equivalent of a 50 mil gap at the center post,
you need to put spacers in the sides each of thickness 25 mils.

Returning to selecting a gap for our core, and looking at another page of the Philips
catalog (Figure 5.21), we see that for the EFD10, there are five different 4, values available
as standard products. Without thinking about it very deeply, we might suppose that 93uH
seems like a lot of inductance on such a physically small core, so let’s start by trying the core
with the highest 4,. Since this implies it will have the fewest tumns, it will also have the
lowest winding resistance, which sounds promising. The highest 4, for this core is listed as

160nH. To get 93uH we need
93uH
= —24
N [60nH 24 turns
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Standard A, Values For Gapped E Core Families
FOR 3C80, 3C81, 3C85, 3F3 MATERIALS
Part Description
A-I‘fn& value (nH) or GAP size (pm)
E COHE SETS Aunsynmetrcal gop
E13/6.4-"M™A_ 40 | 63 | 100 | 160 | 250° Gomachancat oo
(B14E250PA_-"M") 44 | 69 | 109 | 175 | 273 Ercmpprg;n; o
E19/4.7-"M"A_ 40 | 63 | 100 | 160 | 250 Ao F P PG PR AP coms
(813E187PA ) 56 | B9 | 141 | 225 | 352 A'or EC. EFD, EP and ETD cores
E19/8.7-"M"A_ 63 | 100 | 160 | 250 | 315 ;
(B13E343PA_“M") | 48 | 77 | 123 | 192 | 242 ————Cem e For Bt d o bl coe
E25/6.4-"M™A_ 63 | 100 | 160 | 250 | 315
(B12E250PA_-"M") 64 | 102 | 163 | 255 | 321 T Nl :
E25/7.2-"M'-A 100 | 160 | 283 | 315 | 400 ]
(New) 89 | 142 | 222 | 280 | 356 EC CORE SETS
E30/6.9--M™-A_ 100 | 160 | 250 | 315 | 400 EC35-"M™A_ 63 | 100 | 160 | 250 | 315°
(782E272PA_“M") 91 [ 145 | 227 | 286 | 363 (EC35PA_-"M") 46 | 73 | 117 | 184 | 23
E31/9.4-M-A_ | 160 | 250 | 315 | 400 | 630 ECA1-M™A_ 63 | 100 | 160 | 250 | 315
(New) 95 | 148 | 187 | 237 | 373 (EC41PA_-M") 37 | 59 [ 94 | 147 | 186
E34/9.3-"M™A 160 | 250 | 315 | 400 | 630 EC52-"M"A._ 63 | 100 [ 160 | 250 | 315
(E375PA_-"M") 109 | 170 | 214 | 272 | 428 (EC52PA_-"M") 29 | 46 | 74 | 116 | 147
E41/12-"M™-A_ 160 | 250 | 315" | 400" | 630" EC70-"M™A_ 160 | 250 | 315 | 400 | 630°
(E21PA_"M") 66 | 104 | 131 | 166 | 262 (ECTOPA_-"M") 65 | 102 | 130 | 165 | 256
Ed2/15-"M™A_ 250 | 315 | 400* | 630° |1000°
(783E608PA_--M") | 108 | 136 | 172 | 271 | 431 EFD CORE SETS
E42/20-"M"-A_ 250 | 315 | 400 | 630° |1000" EFD10-"M™A_ 25 | 40 [ 63 [100" | 160"
(7BIET76PA_M) 84 | 105 | 134 | 211 | 334 (New) 66 | 105 [ 165 | 263 | 420
EA7HE-"M"A_ 250 | 315 | 400 | 630 [1000° EFD12-"M"A_ 40 | 63 | 100 | 160" | 250"
(E625PA_-"M") 76 | 95 | 121 | 191 | 302 (New) 80 | 125 | 199 | 318 | 497
ES0/15-"M™-A_ 250 | 315 | 400 | 630" |1000° EFD15-"M™A_ 63 | 100 | 160° | 250" | 315>
(New) 106 | 133 | 169 | 267 | 424 (New) 114 | 181 | 289 | 452 | 567
E55/21-"M™-A_ 315 | 400 | 630 |1000" | 1600" EFD20-"M"A_ 63 | 100 | 160 | 250 | 315°
(ESSPA_-"M") 88 | 112 | 176 | 280 | 448 (New) 76 | 121 | 194 | 302 | 381
ES619-M-A_ | 315 | 400 | 630 [1000" | 1600 EFD25-"M™A_ 100 | 160 | 250 | 315 | 400
(E75PA_M") 79 | 101 | 158 | 251 | 402 (New) 80 | 127 | 198 [ 251 | 318
E65/27-"M™-A_ 400 | 630 | 1000 | 1600° |2500° EFD30-"M™A_ 100 | 160 | 250 [ 315 | 400
(EBSPA_-"M") 88 | 138 | 219 | 350 | 547 (New) 78 | 125 [195 | 246 | 312
EB0/20-M"-A_ 315 | 400 | 630 |1000" | 1600"
(New) 118 | 150 | 236 | 374 | 598 ETD CORE SETS
EBY38-"M"-A_ 630_| 1000 | 1600° |2500** | 3150** ETD29-“M™A_ 100 | 160 | 250 | 315 | 400
(New) 121 | 193 | 308 1_482 607 (ETD29PA_-M") 75 | 120 | 188 | 237 | 300
ETD34-"M™-A_ 100 | 160 | 250 | 315" | 400
PLANAR E CORE SETS (E CORE WITH PLATE) (ETD34PA_-M") 65 | 103 | 161 | 203 | 258
ENM4/5.0-"M™A_ 25 | a0 | 63 | 100 | 160 ETD39-"M"A, 160 | 250 | 315 | 400 | 630°
(New) 23 | 37 | 58 | 92 | 4@ (ETD39PA_-*M") 94 | 147 | 185 | 235 | 370
ENB/6.0-"M"A_ 63 | 100 | 160 | 250 | 315 ETD44-"M™A_ 160 | 250 | 315 | 400 | 630°
(New) 26 | 41 | 65 | 102 | 129 (ETD44PA_-"M") 75 | 117 | 148 | 187 | 295
EI22/8.2-"M"-A 160 | 250 | 315 | 400 [ 630 ETD49-"M"“A_ 250 | 315 | 400 [630° [ 1000°
(New) 42 | 66 | 83 | 106 | 166 (ETD49PA_-"M") 106 | 134 | 170 | 267 | 425
EI32/9.6-"M"-A_ 160 | 250 | 315* | 400" | 630 ETDS4-"M"A _ 250 | 315 | 400 | 630" [1000™
(New) 35 | 55 | 69 | 87 | 138 (New) 90 | 114 | 145 | 228 | 361
El3g/12-M-A_ | 250 | 315 | 400 | 630" [1000° ETDS9-"M"A _ 315 | 400 | 630 [1000° [1600°*
(New) 45 | 57 | 72 | 113 | 180 (New) 95 | 120 | 190 | 301 | 481
E143/14-"M"A _ 250 | 315 | 400 | 630" |1000*" NOTES: * means A_tolerance = 5%  ** means A lolerance = 10%
(New) 45 | 57 | 72 [ 113 | 180 i ~royephepastonpopirii e e s
EIS8/15-“M"-A _ 315 | 400 | 630" | 1000 | 1600*" 3. A measured @ I=10kHz, B<ImT, T=25°C. Fill factor > B0%, Clamping prossure
(New) 56 71 112 | 178 | 285 * 1N’ (v 150PSH,
Figure 5.21 Off-the-shelf pregapped EFD cores: vendors table of A, values. (From Ref.
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Note: The gap can be calculated by looking up 4, = 0.072cm?, so that

0.47 (1 turn)® 0.072 x 10~8

Iy

which yields gap = 0.0057cm = 2.2 mils—tiny! Clearly, this is not the sort of gapping you
should try to achieve on your own.

Knowing the gap, we can now find the flux density,

B 047 x 0.93A x 24 turns
- 0.0057cm

which is greater than the saturation flux density of the core at 100°C of 3300G. (Although
on the other hand it just squeaks by under the saturation flux density at 25°C of 5000G—
conceivably you could be fooled in the lab!)

Continuing through the available options with the same calculations we find the set of
values listed in Table 5.5. The last (4, = 25nH) is the largest gap pregapped core Philips
offers. Of this list, only the last two have flux densities less than the 100°C saturation flux

density of 3F3 of 3000G, so we won’t consider any further the cores with 4, = 63 and
100nH.

160nH =

= 4970G

TABLE 5.5 Calculating Flux Densities of
Pregapped Cores

A (nH) N Iy (cm) B (G)
100 30 0.0090 3848
63 38 0.0144 3070

40 48 0.0226 2463

25 6l 0.0362 1956

Core Loss

How about core loss for our two choices, 4; = 25 and 40nH? In a flyback, as shown at the
beginning of the chapter, current is unidirectional, and therefore so is flux density: it
increases from 0 to B, and then back to zero, so that the peak to peak flux density is half
of B,,... For the 3F3 material at 250kHz, losses at 2463G/2 = 1231G are approximately
330mW/cm®; at 1956G/2 = 978G they are approximately 170mW/cm®. (The Philips
catalog also describes 3F3 characteristics: see Figure 5.22).

How Did He Read That Little Graph?

No, the author can’t read tiny little graphics any better than you can—the trick is to write an
equation of the form mW/cm® = a x B*, where a and x are constants, and determine their
values by selecting two points that cross axis lines exactly so you can read their values well.
There are then two equations in two unknowns, easily solved by hand or with a math
program.

To be specific, for 3F3 material at 200kHz, we can pick 500G, where the losses are
20mW/cm?, and 800G, with 80W /cm>. The two equations are:

20 = a500*
80 = a800”
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SERIES 3F3
FERRITE MATERIALS

Core Loss vs. Flux Density Core Loss vs. Temperature
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Figure 5.22 Vendor’s presentation of 3F3 characteristics. (From Ref. 1, p. 37.)
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Multiplying the first equation by 4 on both sides gives
80 = 4a500"
which combines with the second equation to give
4 x 500" = 800"
Taking logarithms of both sides, we have
In(4) + x In(500) = x In(800)

which at once solves as x = 2.94. Substituting back into the original equation,
a=2.19x 107", Thus, at 200kHz,

mW/cm® = (2.19 x 1077)B**

Rather than try to interpolate based on frequency, we’ll get into the right ballpark at 250kHz
by simply multiplying this by a factor of (250kHz/200kHz) = 1.25, which is the source of
the preceding estimates.

Can | Get Lower Core Losses by Lowering the Switching
Frequency?

To answer this question, recall from the theoretical part of this chapter that losses depend
nonlinearly on both frequency and flux density. A typical relationship might be
losses/Ib = f'-2B%*3

So, for instance, let’s see what happens if the switching frequency is cut in half:

/
f—’i

L— 2L
N — V2N
B — /2B

because, respectively, we double the inductance to maintain the power level; which means
root 2 times the number of turns to double the inductance; which increases 8 by root 2,
because B is proportional to the number of turns.

Total losses, which are losses per pound times weight, therefore go as

f 1.2
(5) (V2BY**(2L) ~ 1.92fBL

because core weight is directly dependent on the energy stored, which is linear in
inductance. Thus core losses have almost doubled with a cut in half the switching
frequency. On the other hand, a lower switching frequency does decrease switching
transistor losses proportionately to frequency:

Py~ K+ Af

where K is set by the on-state losses and A by the switching speed. Therefore,

P, (g) ~ 0.5P,( f)
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if the switching losses dominate over the on-state losses (as will be true at fairly high
switching frequencies). The moral of the story is that in a typical situation, changing the
switching frequency doesn’t have huge effects on efficiency, though there may be an overall
broad optimum to be found. The real benefits will be seen in the size of the magnetics,
which decreases with increasing frequency.

Returning to the core losses calculation, the total volume of the core is
17lmm® = 0.17Icm”. Thus for losses for the first of the two cores we have
330mW/cm’ x 0.171cm® = 56mW, and for the second, 170mW/cm’® x 0.171cm® =
29mW. Total losses, you recall, were supposed to be only 0.2W, so this seems to be
working nicely so far; let’s pick the lower 4, core for our design.

Had the core losses been unacceptably high, we would have two choices: either try to
increase the gap still further, by mating two ground pieces or with a custom gap, or go on up
to the next size core. As the gap gets larger, though, we start to have significant fringing (the
magnetic field couples through the air out of the magnetic structure), which is to say there is
increased leakage inductance. The increased leakage inductance will start to contribute to
losses in the other elements of the circuit, negating the benefits we thought we were getting
with the more efficient transformer design. On the other hand, a larger core takes up more
board area, and costs more. As always in engineering, there are trade-offs to be evaluated.

Winding Losses

We can now calculate the copper losses for this design. This style core doesn’t list the
winding area, so let’s figure it up directly from the specified core dimensions, given in
Figure 5.23.

When calculating the winding area, remember that the wire goes in on one side and
then back out the other side to complete the loop on the other side, so the winding area for
half the core, as shown in Figure 5.23 (the whole unit consists of two of these pieces mated
together) is the shaded area. Total winding area (WA) for this core is then double this,

0301 in. —0.179 in,

WA
2

x (0.148 in. x 2) =0.0181 in.?

For a core of this shape, we may be able to achieve a fill factor as high as 80%. (If you need
primary-to-secondary isolation, you had better count on substantially less fill factor: first
allot the necessary area for the tape, and then use 80% for the wire in the remaining area.)

Half of winding area

0.179in.

0.148in.

Figure 523 Calculating the winding area of -
an E core (not drawn 1o scale). 0.301in.
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We can thus calculate the area per turn, remembering to use only half the winding area for
the primary (so that we have half for the secondary):
0.0181 in.2 x 0.8
turn = =0. in.2
area/turmn )61 turns 0.00012 in

=28 AWG

To get a conservative bound on the length per turn of the wire, let’s assume that it goes
from edge to edge of the winding area and is square in the third dimension (i.e., it would be
bounded by a cube if removed from the core):

length per turn = 0.301 in. x 4 = 1.2 in. (conservative)

So the resistance at 20°C will be not more than

1000 fi 65.3Q

12,0000, < 1000 & — ‘00mQ

Rpc =1.21in. x 61 turns x

The wire resistance of course goes up at higher temperatures. Supposing that the final
magnetics temperature is 60°C (which can be figured out iteratively as was done in the DC
inductor example above), the wire resistance will be

R = Rypc x 1.0039€C-20°C) = 400mQ x 1.0039* = 467mQ

Usually, it is close enough to estimate the wire temperature from the ambient temperature
and the power allotted for dissipation in the magnetic (using the surface area approximation
demonstrated above). Otherwise, it can be done iteratively.

Do |1 Need to Worry About Skin Effect?

The skin effect causes current to flow in a sheath on the outside of a conductor. How deep
the sheath is (the skin depth) depends on the frequency; at a low enough frequency, the skin
depth is greater than the radius of the wire, in which case the entire cross-sectional area of
the wire is being used. Thus at frequencies typical of switching power supplies, the skin
effect can be important: doubling the cross-sectional area of a wire will not necessarily
halve the resistance because the current stays on the outside of the wire.

On the other hand, going to multiple thin wires (litz) is not always a good idea either.
Since each strand of the litz is individually insulated (if the strand weren’t insulated, it
wouldn’t be an individual strand, it would be a funny-shaped solid wire), a lot of the
winding area is potentially eaten up by the insulation. The number of strands that minimizes
the resistance has to be decided on a case-by-case basis.

To decide whether to go with our design of 28 gauge wire, or use some kind of
multiple-strand arrangement to decrease losses, we consider that the skin depth can be
approximated by

6.61
0~ —cm

For our switching frequency of 250kHz, the skin depth is 6 = 6.61/4/250,000 =
0.13cm = 0.0052 in. Now for the 28 gauge wire we selected, the bare wire radius is
0.0063 in. (obviously the insulation thickness is irrelevant, since the material is noncon-
ducting).
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So the current-carrying cross-sectional area of the wire is the unshaded annulus in
Figure 5.24, which has an area of

= 7[(0.0063 in.)? — (0.0011 in.)*] = 0.000121 in.2

Sometimes designers are advised to use wire smaller than the skin depth. Now what
would happen if we did this and instead of a single #28 wire we used two strands of #31?
(The wire scale is logarithmic, so increasing the wire gauge by 3 approximately halves
the area.) Bare 31 gauge wire has a radius of 0.0044 in., which is less than the skin depth.
Thus all the wire carries current, and the current-carrying area is 4 = 2 strands x
7(0.0046 in.)> = 0.000133 in.%, about 10% larger than the effective cross section of the
single strand of 28 gauge wire. But now let’s include the wire insulation: the area of #28
wire with heavy insulation is 210 circular mils, and the area of two strands of #3 1, each with
heavy insulation, is 2 x 110¢.m. = 220 c.m., about 5% larger than the single strand of #28.
Thus, even ignoring questions of packing (two round wires don’t fit as well as one round
wire), you really aren’t buying much of anything by going to multiple strands of smaller
wire. Don't assume that going to litz is buying you something, you have to check in each
case. In this case, we decide to stick with the single #28 wire.

Area of no current

Skin depth
Wire radius

Figure 5.24 AC current only penetrates wirc
to the skin depth.

Copper Loss and Total Transformer Loss

Continuing with the evaluation of this design, remember that losses in the wire depend on
the RMS current (Don’t be confused on this one!) For the sawtooth current waveform
shown earlier (Figure 5.17), the RMS current is

|DC /0.45
IRMS = [pk T = 093 T = 036A

Thus the power in the primary is Pp; = (0.36A)? x 467mQ = 60mW. Finally, since
half the available winding area has been allocated to the primary, we may reasonably expect
that the losses of the secondary will be equal to those of the primary, and we have the total
power dissipated in the magnetic as Pror = Peore + Ppri + Psce = 29mW + 60mW +
60mW = 0.15W. This is a transformer efficiency of 0.15W out of 10W, or 98.5%, meeting
our original goal of transformer loss less than 0.2W.
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Note that the copper losses are quadruple the core losses (0.12W vs. 0.03W). So, we
really should be using fewer turns and a smaller gap; probably the 4, = 40nH would be
optimal. Since the design is already meeting spec, we won'’t pursue this any further.

FLUX DENSITY: TWO FORMULAS?

Up till now, we have been dealing with cores that store energy in themselves (and in their air
gap), that is, inductors. (Recall that a flyback is an inductor during part of the switching
period.) Now we are going to deal with transformers, magnetics that don’t store energy. A
brief digression is called for. Usually, people use different formulas for calculating the flux
density in a transformer than in an inductor. This leaves you wondering where the formulas
came from in the first place, and how does anyone know which to use when? This section
will show that the two formulas are in fact identical, and the one selected is purely a matter
of convenience, depending on which variables are known.
In engineering units, we already know:

L:0.47r x 1078 x N24.u

5.5
0.4nuIN
p=TH (5.6)
I
and
Li
V= - (5.7
Let’s rearrange (5.5) to solve for u:
[ = I,L
0.47 x 1078 x N24,
Substituting into (5.6) gives
B 0.4nIN I,L _ 10811
I, 04m x 1073 x N24, NA,
but (5.7) is the same as L = Vt/I, so
1087 vt 1031t
= — = (5.8)

T NA, I NA,
Thus, equations (5.6) and (5.8) are equivalent. Normally you use (5.6) for energy storage
(inductors) because you know the current, and you use (5.8) for transformers because you

are driving them with a voltage for a certain time; but these two formulas are equivalent, and
give the same result for flux density.

PRACTICAL DESIGN OF A FORWARD TRANSFORMER

As an example of the design of a power transformer, we’re going to design a forward,
although again, we’re obviously not using this in our buck design. Let’s consider the
following design requirements: we want a forward converter that has 48VDC in (for
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simplicity, we won'’t consider a range of input line voltages), 5VDC out at 100W, and a
switching frequency of 250kHz. The basic configuration is shown in Figure 5.25.

48V _ sV

Tk
T

l -
Figure 5.25 A forward converter. H’

Now the output current is 100W/5V = 20A. Since the current is high, we’ll be using
a small number of turns on the secondary, to keep the winding resistance low. In turn, this
implies that the turns ratio (number of primary turns divided by number of secondary turns)
for the smallest possible number of secondary turns, one, is going to be an integer. So to get
started, let’s see what happens if we start looking at integer turns ratios.

Turns Ratio = 1:1 This case has the same number of turns on the primary and the
secondary. When the switching transistor turns on, the full 48V is applied across the
primary, which in this case implies that 48V also appears across the secondary (ignoring
leakage inductance), in turn applying it across the freewheeling diode. Practically,
however, the highest voltage schottky diode that can be obtained that has reasonably
low forward voltage is 45V. To use 48V will require at least a 60V part, and maybe higher
if there is ringing, or if the input line has variation to it. This higher voltage diode will then
have a higher forward voltage, which in turn will decrease the efficiency of the converter.

This question of rectifier diodes’ forward voltage is always a problem for low voltage
outputs. The reason is easy to see: the current through the inductor is always coming either
through the rectifier diode or through the freewheeling diode; in either case, then, there is a
loss of ¥,/ through these diodes, and that is out of a total power of Vo /, yielding an
efficiency loss of ¥;/Voy just from the diodes. The only way around this is to use
synchronous rectifiers, but driving these is substantially more complex. (As V,,, drops to
3.3V and lower, synchronous rectification becomes a necessity for just this reason.)

At any rate, for a reasonably high efficiency converter without synchronous rectifiers,
a 1 :1 turns ratio is not a good choice.

Turns Ratio = 2:1 Now the primary has twice the turns of the secondary, so that
the 48V applied across the primary yields 24V across the secondary and the diodes, so a
schottky can be used. The duty cycle of a forward converter is approximately
DC = Vou/ Ve = 5V/24V = 21% (ignoring the V; of the schottky.) The peak current
on the primary, and thus through the switching transistor, may be calculated by recalling
from the first part of this chapter that when the voltage steps up (secondary reflected to
primary), the current steps down. So when there is 20A through the secondary forward
diode, there will be I; = 20A/2 = 10A in the transistor. Practically, this may be too high
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for a MOSFET. (We won’t be using a bipolar at 250kHz!) Since the MOSFET on-state
losses go as the square of the current, the part will have 100 A? x Rpgon x 21% losses,
and a suitable FET may be too expensive to keep this loss to a reasonable level.

Turns Ratio = 3:1 Now the secondary diodes see only 48V/3 = 16V, and the
duty cycle is about 5V/16V = 31%. The primary current is 20A/3 = 7A, so the on-state
transistor losses are about three-quarters what they were at 2: 1, only 49 A% x R x 31%.
All parameters seem to be under control for this turns ratio.

Turns Ratio = 4:1 The secondary diodes see only 48V /4 = 12V, and the duty
cycle is up to 5V/12V = 42%. If you take into account the forward voltage of the diodes,
or if the line can go lower than 48V, this will exceed 45%, which is the limit in duty cycle
for PWM ICs such as the Unitrode UC3845. Thus practically, we have a limit from our
choice of chips.

The conclusion from these calculations is that something like a 3 : 1 turns ratio best
meets the various practical limits on components. Let’s thus choose a 3 : 1 turns ratio.

Rather than going through the whole process of choosing a core, working through the
gory details, seeing if some other core is better and so on, let’s choose a suitable core to start
with, assuming that all this other work has been done. Now we can concentrate on aspects of
the problem that are novel in the design of the forward transformer.

Having said this, we choose an RM10 core with no center hole, which has an
A, = 0.968 cm?, and when using 3F3 material, has an 4, = 4050nH. With a three-turn
primary, we have a primary inductance of L,; = (3 turns)? x 4050nH = 36pH, which
results in a magnetizing current of

48V x 31% x 4ps
mag 36uH

The RMS of this current is added RMS onto the primary current of 20/3A reflected
from the secondary. We have

13.DC 20\ (1.6)%0.31
Iams = \ﬂéc + "k3 = \/ (7) + (167031 )3 — 6.686A

resulting in an increase in loss, which is proportional to /2,5, of (6.686/6.66)* = 1.006 or
0.6%, which although quite acceptable, will still be reduced a little bit for the sake of the
discussion. To reduce the magnetizing current, we will increase the primary inductance, and
so we increase the primary number of turns while maintaining the same turns ratio.

Selecting next a turns ratio of 6 : 2, the number of turns is doubled, so the primary has
an inductance four times larger, 144puH, resulting in a peak magnetizing current four times
smaller, 0.4A. This now gives a truly negligible increase in /2.

Now we can also calculate the core flux density (remember that the 48V is applied for
a time equal to the period times the duty cycle),

B (48V x 31% x 4us) x 103
T 6turns x 0.968cm?

) = 1.6A

=1025G

which seems to be a practical level to have limited losses with 3F3; note that the three turns
tried originally would have resulted in a flux density of 2050G, which would have had very
high core losses, one real reason for increasing the number of turns on the primary.
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Now, just as in other designs, this design should go on to calculate core and copper
losses, compare them with the next step of a nine-turn primary, and see which is most
efficient. The various other steps proceed as before.

PRACTICAL DESIGN OF A CURRENT TRANSFORMER

As a final piece of magnetics design, we will design a current transformer, which could be
used to reduce the losses in sensing the primary current in a converter.

What’s the difference between a current transformer and a voltage transformer? This
question seems to cause even experienced magnetics designers to scratch their heads. The
fundamental difference can be expressed by saying that the voltage transformer is trying to
reflect a voltage across from its primary to its secondary, whereas a current transformer is
trying to reflect a current; the voltage that the current transformer sees depends on its load.

Working this through for a practical design case should make this clear.

Let’s suppose for specifications that we want to sense the primary current on a
converter, and to develop 1V for a current of 10A. Of course, we could just use a
1V/10A = 100mQ resistor, but this results in a loss of 1V x 10A = 10W, which is
unacceptably high for almost all designs. So instead, let’s use a current transformer
arranged as in Figure 5.26.

I =10A/N

Vv

Yr

Figure 5.26 Using a current sense transformer
to reduce losses.

. o
H I=10A
N:A

Of course, we will use only one turn on the primary, to minimize the resistance, and
many turns on the secondary, to drop the current down to a low level. If N is the number of
turns on the secondary, by Ohm’s law (10/N)R = 1V, and the power dissipated in the
resistor is P = (1V)?/R. Let’s suppose that we limit the power dissipation to 50mW (e.g., so
we can use a derated 100mW resistor). This sets R to be no smaller than 20Q2, and using this
value, Ohm’s law shows that N = 200.

Now let’s look at the core. If we suppose that the diode is a plain rectifier, we might
expect a forward voltage of about 1V at a current of 10A/200 = 50mA. So the total voltage
the transformer sees is the 1V output, plus the 1V diode drop, or 2V. Then the flux density in
the core, if we are operating at 250kHz, will be not greater than

2V x 4us)10° 4

T 200 tums x A, A,

since the time the current is passing through the primary can’t be greater than the period
(otherwise the core could never reset). Thus 4. can be quite small without making B very
large, and thus the size of the core is not determined in this case by the need to limit losses or
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prevent saturation, but more likely by the separation between primary and secondary
required for isolation voltage. If isolation isn’t required, the core size is probably limited by
the 200 turns: you may be able to carry a S0mA peak current in a #40 wire, but this gauge is
so thin that vendors will refuse to wind it.

Practical Note Don't use wire gauges smaller than #36 unless you absolutely have
to.

So now how do we know that our device isn’t a voltage transformer instead of a
current transformer? Consider that we have 2V on the secondary, and therefore
2V /200 = 10mV on the primary. If the source driving the current transformer is, for
example, 48V, then the 10mV across the primary is insignificant—you can get the 50mA
from the secondary without affecting the drive to the current transformer’s primary. Suppose
on the other hand (unrealistically) that the driving source on the primary were only SmV.
Then it wouldn’t be possible to generate 10mV across the primary, and you thus wouldn’t be
able to get the SOmA out of the secondary because the primary impedance (i.e., the reflected
secondary impedance) is too large and is in fact determining the current. Even if the entire
5mV were dropped across the primary, only 200 x 5SmV = 1V would be generated on the
secondary: it can’t produce enough voltage to drive the current through the resistor.
Therefore it would act as a voltage transformer.

Viewed the other way, when the source is 48V, something other than the voltage on
the primary is determining the current through the current transformer.

A current transformer is a voltage transformer that is impedance limited.

Finally, what about errors in the current transformer? The answer to this follows from
the fundamental statement of what a current transformer is.

Practical Note The diode and the winding resistance of the transformer secondary
don’t matter to the measurement of the current, because (as long as it is impedance
limited) the same current is going to flow through the resistor no matter what else is in
series with it.

Practically, this is why it often doesn’t matter whether you use a schottky as the
rectifier: the lower forward voltage affects only the transformer, not the current measure-
ment.

Measurement error does arise, however, if there is finite inductance, that is,
magnetizing inductance. Suppose that we want to be sensing current with a maximum
error of 1%. Since the secondary current is going to be 50mA, this means we have to have a
magnetizing current (on the secondary) of less than S50mA x 1% = 500pA. The magnetiz-
ing current diverts current away from the resistor, and thus we end up not measuring it,
which is to say it is in error. We thus need to have a minimum inductance on the secondary
of

2V x 4ps

AV XA e
> SomA x 1% omH
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With 200 turns, this means we need an 4; of 16mH /(200 turns)® = 400nH, which is easily
achievable with normal small ferrites.

TIPS FOR DESIGNING MANUFACTURABLE MAGNETICS

So far in this chapter we’ve presented theoretical aspects of magnetics, followed by practical
guidelines for making a design that will repeatably work in the lab the way you want it to.
But unlike most other electrical components, magnetics also have to be custom-produced in
a factory, often one at a time. So after you’ve designed something that works in the lab to
your satisfaction, the next step should be to talk to a manufacturer and try to make the unit
work to his satisfaction as well. The best design is of no use if it can’t be produced reliably,
and so this section will give you some pointers based on many years’ work with
manufacturers.

Manufacturers of custom magnetics have a lot of experience, and you should listen
carefully when they make suggestions on how to wind something or pot it, etc. Almost
invariably, these suggestions have to do with minimizing the cost of production of the
magnetic, which is of course highly desirable for your design. On the other hand, don’t take
a manufacturer’s word uncritically, because someone who designs magnetics for a living is
not necessarily well versed in circuits that use magnetics. In particular, be very cautious
about suggestions for reordering the layers in a multiwinding transformer, because this
strongly influences coupling. The usual answer to a request to change the order of the layers
should be no, or at best, send a sample and try it out.

Wire Gauge

We’ve already talked about this, but re-iteration in the new context will be helpful.

Practical Note It's best to limit wire gauges to a maximum of #20, and a minimum of,
say, #38. Above #20, some machines can't wind the wire, upping your cost, and
above about #18, bobbins can be cracked by the stiffness of the wire. Try multiple
strands of #20 if you need greater wire cross-sectional area. Below #38, manufac-
turers will of course wind wire, but it becomes very hard for you to build your own
sample magnetic in the lab. The wire is like a piece of hair, subject to twists and snaps
when you've just got that second-to-last turn on. ... You may be better off using #38
even if you've calculated that that 1mA winding only needs #45, just because of the
difficulty of handling.

As long as we’re thinking about wire gauges, consider the possibility of saving money
(if you’re producing a lot of units) by controlling the number of different wire sizes used. If
you have a primary winding using 23 gauge wire and two secondaries, one with #24 and one
with #22, you might consider whether the design would still work if all three windings went
to #23, or even #24. The cost saving might be quite noticeable, whereas an extra few
milliwatts of loss might be more easily made up elsewhere.
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Wire Gauge Ratio

The author has never heard anyone (except for the technicians who actually have to wind
magnetics) mention this, but winding can become awkward if there are radically different
sizes of wire on the same piece. The trouble is that if you wind some very thick wire in a flat
spiral, and then try to wind some very thin wire on top of it, the thin wire tends to fall into
the crevices between the turns of the thick wire, so that the thin wire doesn’t form a flat
layer. This can affect coupling, making it different from unit to unit. No firm guide is
possible, but:

Practical Note Try not to use wire sizes more than about 10 wire sizes apart on
adjacent layers.

Toroid Winding Limits

Winding a toroid takes a lot more effort than winding magnetics of other types. Indeed, the
author jokingly tells people that it can be proven that it is topologically impossible to wind a
toroid! Anyway, the hand work is substantial, not to mention the very real and annoying
prospect of losing count of how many turns you have put on. I always advise technicians to
go to a place where they can’t be interrupted, and make a mark on a paper for every 10 turns
wound. Additionally, because winding is so labor intensive:

Practical Note Cut your technician (or yourself) a break. Don't design a toroid with
more than 200 total turns if you intend to hand-wind a sample.

Tape versus Wire Insulation

Tape is commonly used on a transformer to provide isolation voltage between a primary and
a secondary, and sometimes for isolation between secondaries. There are two slightly
different reasons here. Many safety agencies require a high-pot test between windings that
are connected to an AC mains and windings that connect to where people can get at them.
Depending on the circumstances, this test voltage can be anywhere from 500V to 3000V.
This isolation is a perfectly natural use of tape, and at the upper end of the voltage range it
may even be best served with a flanged bobbin—that is, one that has a piece of plastic
dividing the winding area into two pieces, permitting the primary and secondary to be
wound in separated compartments.

Isolation between secondaries differs in that it is not mandated by a regulatory agency,
but is rather imposed by the designer to avoid arcing. For example, consider a flyback
transformer that is generating a + 30V and a —160V. In the same way that you keep the
traces spaced apart to avoid arcing, the windings can’t get too close together, either. There is
about 200V difference between windings when the transistor is on, and possibly more when
the transistor is off, depending on the details of the design: a forward has higher voltages
inversely proportional to the duty cycle. Indeed, for a high voltage output such as the
— 160V, even individual layers of the wire may require insulation: you wind from left to
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right for one layer, than back from right to left for the next layer, and consider the maximum
voltage from the underlying wire on the left side to the overlying wire on the same side.

While this second isolation requirement may also end up with tape, you should be
aware that any layer of tape added to a design greatly increases cost because it is a hand
operation. So for intralayer insulation, and also nonagency interlayer insulation, consider
using heavier insulation on the wire, rather than tape. Standard insulation (“heavy”) is a
double layer, but both triple and quad are easily obtainable at not much cost increase, and
they take less room than a layer of tape. The hard question is, How much insulation is
enough for a given voltage?

Without getting into the details, the problem is that the voltage rating of magnet wire
is given for 60Hz sinusoidal voltage, which is almost irrelevant for 100kHz square-wave
operation, at which frequency little is known in any systematic way. Breakdown of the wire
is also statistical, depending as it does on temperature and number of years of operation. Up
to several hundred volts (peak), quad-build wire at switching-converter frequencies and
waveforms appears to work fine. It should be good for almost all intrawinding insulation,
and most nonagency interwinding insulation. This is the best I can tell you; the only way to
be sure, is to run an accelerated life test in a real circuit.

Layering

The correct way of winding a multilayer winding has already been touched on: it should go
left to right in one layer, then back right to left in another layer, and so on (this is not for a
toroid, now). Although such a configuration is possible, consideration of the placement of
the pins indicates that a winding should not end anywhere in the middle of a layer: if a
winding started or terminated in the middle of a layer, it would have to cross over the rest of
the layer to get to a side, where it could then exit the winding and make its way to a pin for
connection. This crossover would be an uneven lump in the middle of the next winding on
top, throwing it off. So part of the design-for-manufacturing process has to be selecting a
wire gauge that enables you to get an exact integer number of layers; this consideration
often dominates the desire to optimize resistance in the design of real magnetics.

Number of Windings

It is considerations of the kind just explored that compel manufacturable magnetics to have
an absolute maximum of four to six windings. Not only is it difficult electrically to have
more (because coupling becomes highly variable for the last couple of windings), but
layering becomes difficult, and, bottom line, most bobbins have only 8—12 pins available! A
custom bobbin is absolutely the last thing you want.

Potting

Potting is the process of filling up a volume surrounding a magnetic with a thermally
conductive compound for the purpose of improving heat removal by providing a better
thermal path, as well as by increasing the surface area of the magnetic mechanical structure.
Potting is not to be confused with vacuum impregnation, which is used for insulation but
doesn’t do anything thermally.

Potting’s big advantage is thermal and mechanical: it really helps get the heat out, and
because it provides a flat surface, it can be very useful for mechanical mounting. (For
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example, a screw hole can be included in the potted shape.) There are also some potential
problems with potting, which you should discuss with the vendor. The first is pretty
obvious: potting compound is heavy, and your magnetic will weigh a lot more potted. Much
less obvious, potting can change the magnetic characteristics of the magnetic. One problem
much struggled with in the past is the shrinkage of potting material as it cures. This
shrinking has been known to change the gap on gapped cores, causing the inductance to
change! A similar problem is that ferrite cores, being rather brittle, can be snapped by the
shrinkage. And a third problem along these lines is that MPP cores are strain sensitive, and
their permeability can be affected by the shrinkage. There are various possible solutions for
these problems, many of which revolve around proper selection of potting compound, but
make sure your vendor is professionally dealing with these questions.

Specs

This last item is a peculiar one, really nothing that would occur to you as a reasonable
designer—until you’ve experienced it a couple of times. It’s quite challenging to write good
magnetics specs. On your first couple of tries, you leave things out that you never imagined
should be included (e.g., how far up the side of the bobbin should a layer of tape go?). Then
on your next try, you put everything conceivable into the spec (which is now a 25-page
book), and the vendor tells you that all this detail will cost you an arm and a leg.

You finally write something that satisfies you both, the vendor sends you a fourth
sample, it works in your breadboard, the world is a good place. Now, your buyer finds a
second source for the magnetic and sends them a copy of the spec to build to. They send you
a sample, and it doesn’t work at all! You take it apart to find out what’s wrong, and you find
that they’ve managed to misinterpret your masterpiece, building it to spec in a way that
comes out completely different from your design.

This sounds like a horror story, but those with experience will recognize it as an
every-supply occurrence. In fact, the same vendor can send you a sample built one way to a
spec and then provide shipments to the same spec which are built another way! The only
way the author has found that somewhat gets around these problems is to work with each
vendor until something is produced that works, and then write into the spec that units must
be built identically to the sample provided (number such-and-so). Constant vigilance is
called for.

CONCLUDING COMMENTS

We thus see that there is nothing mysterious about (elementary) magnetics design. It just
requires a lot of patience and attention to details—all the formulas really do work! But it is
this need for patience and detailed work that is really the problem with magnetics design. If
you design one or two magnetics once every other month, it perhaps is not too horrible to do
it all by hand. But if you spend all day doing magnetics, and need to turn out two or three
designs a day, it’s not only tiresome, but impractical. The solution would be, of course, to let
a computer do all the work. As suggested above, however, the available software doesn’t
seem to be adequate to the task. A worthwhile large-scale project for a group of engineers
would be to design software that is technically accurate and has not only a modern user
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interface, but adequate documentation and a large enough database to be useful in designing
at least the common types of magnetics covered in this chapter. The future awaits!

There are many advanced topics in the design of magnetics that were not addressed in
this already long chapter. The author feels, however, that mastery of the practical techniques
demonstrated here will suffice to generate most everyday magnetics designs. Following
these steps should enable you to design a piece of magnetics that meets requirements the
first time you build it, probably within 10-20%; this is the best that can be hoped for without
very sophisticated and time-consuming analysis, which is done only for the most complex
and critical designs. And to be truthful, the end result of many sophisticated analyses is still
sometimes not as good as what can be accomplished by hand, based on the techniques in
this chapter.
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Figure 6.12 shows a loop that is unstable: we see that there is 0dB at a frequency of
10kHz, and that at that frequency the phase is —30°; therefore, the loop oscillates, as
shown in Figure 6.13.
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Figure 6.12 A Bode plot of an unstable loop.
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Figure 6.13 The response of an unstable loop to a disturbance.
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In a stable loop (Figure 6.14), we see that there is again 0dB at a frequency of
10kHz, and that at that frequency the phase is + 30°; therefore the loop damps oscillations,
as shown in Figure 6.15. (The Bode plot shown is technically “metastable”: see below.)

How Much Phase Margin Is Enough?

You sometimes hear arguments over how much phase margin is enough, and you
frequently see differing requirements from spec to spec: 30° minimum, 45° minimum,
45° typical, an occasional 60° are all common.

To understand these disagreements, you need to realize that phase margin serves two
separate purposes: it relates to the damping of output transients due to a step load on the
converter; and it guarantees stability regardless of variations of component values (e.g.,
initial tolerance and temperature).

In the author’s opinion, the first issue is not really relevant, because load steps
invariably take the supply into the regime of “large-signal stability,” whereas phase margin
determines only “small-signal stability.” (More on this soon.) Of course, you wouldn’t
want a supply to have, say, only 5° of phase margin, because it would ring for a very long
time after a transient. But tiny phase margins like this are unrealistic anyway, because of
the second purpose of having adequate phase margin.

Thus, phase margin really has to guarantee only that the loop will remain stable with
component tolerances, load variations, and temperature variations. For this reason, I
recommend the following design practice:
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Figure 6.14 Bode plot of a stable loop.
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Figure 6.15 The response of a stable loop to a disturbance.

Practical Note Loops should have 45° of phase margin typical at room temperature,
with nominal values and nominal load. This usually is enough to guarantee stability
under all variations and tolerances. If the load swing or the input voltage range is
exceptior .ly large, you might instead consider a specification for a loop having 30°
minimum at all loads and all input voltages.

Gain Margin?

Sometimes you also see gain margin specified. Gain margin is sort of the inverse of phase
margin; it measures how much gain (actually attenuation) the system has when the phase
reaches 0°. The most important circumstance when this is relevant is in a system with a
right-half-plane zero, such as a boost converter. (We’ll be discussing RHP zeros below.)
The magnitude part of the Bode plot in this circumstance may have an appearance similar
to the RC impedance plot of Figure 6.11, with flat gain at higher frequencies; the phase
however, continues to decrease. Although you may compensate this system to have
adequate phase margin, changing the load may change the crossover frequency a great deal
because of the flatness in the gain, resulting in a 0dB frequency at which there is no phase
margin left. By specifying minimum gain margin (typically 12dB), you can avoid this
situation. The author recommends that gain margin be specified only if a flyback converter
is being designed; in other converters, naming a gain margin serves no practical purpose.
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About Conditional Stability

Normally, in a closed loop system, both phase and gain decrease with increasing frequency
(ignoring for now intentionally introduced phase boost, such as in the feedback systems we
will be designing later in the chapter). Thus in a normal system, when gain is reduced,
phase margin typically increases. But in a conditionally stable system (also called
“metastable”), phase goes up again before going down (see Figure 6.16). So if gain
were reduced for some reason, the phase might go below 0° while there is still some gain,
proceeding to oscillate at this frequency, even though it is “stable” and ‘“has adequate
phase margin.” Conditionally stable systems should thus be avoided when possible.

As an exercise, you might think about how you could word a specification to avoid
this sort of problem.
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Figure 6.16 A stable loop exhibiting metastability.

Small- versus Large-Signal Stability

Bode plots relate to the response of a system to a small (ideally, infinitesimal) disturbance.
But if a disturbance is large, the system response probably will not be determined not by
the linear aspects of the feedback but by nonlinear aspects, such as op amp slew rate or rail
voltages, or maximum and minimum achievable duty cycles, etc. When factors such as
these enter into a system’s response, the system is exhibiting a nonlinearity, and so the
transform method doesn’t apply. Thus, while small-signal stability is necessary, it is not
sufficient to guarantee stable operation.
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Practical Note If possible, a loop should be designed to avoid large-signal operation.

In any case, large-signal bandwidth of a converter is always less than or equal to
small-signal bandwidth, because before the converter’s loop can run into some nonlinear-
ity, it first has to respond, and the response is set by the small-signal bandwidth. One way
around this, which has been tried on occasion, is to have a completely separate nonlinear
loop for large-signal response: but then, it must be decided when each loop should be
active, how interference can be avoided between them, and so on.

EXAMPLE

A true story A 1.2V power supply was designed to have very wide bandwidth, and measurement of
its closed loop response showed 45° of phase margin. Unfortunately, when a load step was applied,
the system began to oscihiate: the op amp, which had insufficient gain bandwidth and slew rate, spent
all its time trying to catch up with itself, first hitting its positive rail, then swinging down to ground,
then back up again. This oscillation was eliminated by swapping the op amp for a pin-compatible one
with higher gain bandwidth (and higher slew rate).

HOW TO STABILIZE A VOLTAGE MODE BUCK CONVERTER

With all these preliminaries out of the way, we can turn to the task of the practical design of
a feedback compensation. We start by demonstrating the method for measuring and
stabilizing a very simple converter, a voltage mode buck. The same methods demonstrated
here are directly applicable to stabilizing other types of converter as well.

Initially, we have just the power stage (Figure 6.17). We have a power MOSFET
controlled by a PWM switching at 250kHz; there is a freewheeling diode and an inductor
and an output cap; and the PWM has an error amplifier but is otherwise just a block for the

44pH
YY"\

Vip=15V Vour=5V

Error amp

PWM
Fs=250kHz

Figure 6.17 Power stage of the buck converter to be stabilized.



136

Chap. 6 M Practical Feedback Design

moment. The inductor is 44uH (at 0A—it’s in fact just the DC inductor we designed in
Chapter 5, the one that swings down to 35uH at 2A). The output capacitor is 220uF. The
author has taught lab sessions on loop compensation with exactly this setup, so if you like,
you can assemble the components as you go along and duplicate the measurements shown
in the book.

Our overall strategy is going to be this. First we will measure the open loop response
of the system, which can be done without using the error amp. From the data we collect,
will be able to design a compensation that ensures stability. Finally, we measure the closed
loop response, to verify that we did it right. It sounds easy, and it actually is; once you’ve
done it a couple of times, the entire process of stabilizing a converter can be done in a
morning—honest. No more two weeks wasted swapping components in and out.
Stabilization can be successful on the first try!

How to Measure Open Loop Response

The open loop response of the converter is by definition the response of the power stage—
that is, what does the output look like when you jiggle the duty cycle? To measure this
open loop response, you need to have the converter operating more or less at its correct
operational parameters: since the output is supposed to be SV when the converter is
working, you don’t want to measure the open loop response when the output is 3Vor 13V!

So the plan of action is going to be to find the DC operating point, and then add a
small AC on top of it, as illustrated in Figure 6.18.

The error amplifier of the PWM is made unity gain; don’t forget and leave anything
attached to it, or you’ll get crazy-looking results!

To make this measurement, add together (using a mixer, described below) an
adjustable DC voltage and a swept sine wave from a network analyzer. Starting the
adjustable DC voltage at zero, increase it very slowly until you get approximately 5V at the

Vip =15V A4 ACou Vour =5V
1l +
T 220pF
Error amp ol
PWM 1-2mV
Fs=250kHz
Adjustable -

T

Figure 6.18 An open loop measurement will be taken by setting the DC operating point
and adding an AC component.
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output of the converter. Make sure that a resistive load (maximum specified load is
preferable) is already attached to the output before you bring the adjustable DC voltage up
from OV. This is important because changing the load in this open loop mode can cause the
output voltage to fluctuate wildly, potentially blowing up your output cap.

Practical Note Some PWMs have an offset voltage, so the duty cycle remains at
zero until you reach a volt or so.

Practical Note Power stages with high gain will clearly be very sensitive to the
adjustable DC voltage. With an ordinary lab supply, it may be frustratingly difficult to
adjust the control voltage to get exactly the output voltage you want. In this case, you
can probably settle for anything within 5% of the actual output. An alternative is to buy
or build a precision voltage source that can be adjusted in millivolt steps. Better yet,
see below for a method that avoids this measurment altogether.

Once you have the adjustable DC voltage set so that the output voltage is correct,
measure the open loop transfer function by dividing AC,,,/AC;,, at the points shown in the
schematic (Figure 6.18), with the network analyzer which is generating the swept sine.
(See Chapter 4, on instrumentation, for detailed operational information on how to run a
network analyzer.)

Let’s take a careful look at the actual measurement of the open loop response of the
converter (Figure 6.19). At very low frequencies (below 10Hz nothing is happening in this
circuit), the gain is 11.8dB, and the phase is 0°. Zero phase is to be expected at very low
frequencies, since when you increase the duty cycle on a buck, the output voltage increases
(transfer function = Out/In).

As for the low frequency gain, consider a hypothetical increase in the DC control
voltage of, say, 100mV. The oscillator ramp for the PWM used (a UC2825) is 1.8V, so
the 100mV causes a change in duty cycle of 100mV/1.8V = 5.6%. (Note that the ramp
amplitude directly affects converter gain.) Now the PWM actually has two outputs, of
which only one is being used. So increasing the duty cycle increases only the one output—
the other is zero (as seen by the MOSFET) no matter what: that is, the MOSFET has a
maximum duty cycle of 50%. So the real increase in duty cycle is only 2.8%. Now when
the duty cycle increases, the effect is to increase the average voltage applied to the
inductor, because the MOSFET is on longer; that is, the 15V input is applied longer. The
output voltage thus increases by 15V x 2.8% = 420mV. Since this was caused by a control
voltage increase of 100mV, the gain at low frequency is 420mV/100mV =4.2 = 12.4dB,
which is quite close to what we actually measure. (The 0.6dB error = 7%, and is probably
caused by finite rise and fall times of the MOSFET switching; it is unimportant for our
loop measurements and can be eliminated by methods discussed further on.)

Looking again at the actual measurement, we see that as the frequency increases, the
gain rises and the phase falls, which is caused by the LC tank resonance. As confirmation
we may check that the resonant frequency should be

1
f:27r~/L—C

in close agreement with the measurement.

= |618Hz
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Figure 6.19 Buck converter open loop measurement.

Finally, at high frequencies, the gain rolls off at 12dB per octave (i.e., the gain at
4kHz is one-quarter the gain at 2kHz; an octave is a factor of 2 in frequency),
corresponding to the two poles, the inductor and the capacitor. The phase at the topmost
frequency in the measurement is starting to rise again, as a result of the ESR of the output
capacitor. The measured ESR of the cap was 120m€2, so the RC frequency is

1
=——=06kH
/= 3are §

(The phase doesn’t go all the way to —180° because of this zero.) If the gain measurement
had been continued to even higher frequencies, you would have seen the gain decreasing at
only 6dB/octave, which is a single pole, because the capacitor had become resistive at
these frequencies owing to its ESR, just as in the example earlier in the chapter of a series
Rand C

Venable’s K-Factor Paper

Now that we’ve measured the open loop, we can design a compensation network to make
the converter stable in closed loop. We're going to choose a bandwidth of 500Hz, which is
well below the resonant frequency of the output tank, because we are in voltage control
mode. Although it is possible to compensate the loop so that it is stable with a bandwidth
above the resonance, it is a better idea to go to current mode control for this. (Alternatively,
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it is possible to stabilize a voltage mode converter well above the RC frequency, because
the phase is back to only —90°; we won’t be demonstrating that here.)

The method described here, first demonstrated by Venable [1], amounts to computa-
tion of the amount of phase the error amplifier needs to give the desired phase margin
(“phase boost™), followed by selection of one of three types of compensation based on this
calculation. The actual component values are then computed based on the idea of placing
zeros and poles symmetrically around the desired bandwidth frequency: zeros to cause the
phase to rise below the bandwidth, poles to cause the gain to decrease above the
bandwidth. The three amplifier types are shown in Figures 6.20, 6.21, and 6.22.

Cy
Il
LA
H1
—AWW- ' >
Rbias
N
Figure 620 Type | amplifier. Viel
CZ
i1
ir
Ay Gy
R1
AN ' >
Rbias +
Figure 6.21 Type Il amplifier. Viet

Now the cursor of the network analyzer in our open loop measurement of the buck
converter was set at our intended bandwidth of 500Hz (a convenient practice if you need to
make presentations), so that we know the open loop gain there is 12dB, and the phase is
~7°.

We’ve already done the first two steps of the K method, namely, making the
measurement and choosing the cross over frequency (another name for the bandwidth.)
The third step is to choose a phase margin; based on our earlier discussions, we will choose
45°.
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Figure 6.22 Type Il amplifier.

The fourth step is to compute the gain necessary for the error amp. Since the open
loop gain is 12dB, we have to reduce the gain by 12dB to get 0dB at 500Hz. So the error
amplifier gain should be G = —12dB =0.25 at 500Hz. Be careful in this step, don’t leave
the gain in decibels!

As a fifth preparatory step, we compute how much phase boost we need from the
compensation:

boost =M — P — 90

where M is the desired phase margin and P is the measured open loop phase shift. For the
case we are considering, we have boost =45 — (—7) — 90 = —38°; since this is less than
0°, no phase boost is required, and we can use a type I amplifier (see the discussion below).

One final preliminary step is to select R|. Since this is a 5V output, and the UC2825
PWM IC has a S5V reference, no Ry, is required, and a good starting value for R, is 10kQ.
If the output voltage had been higher (or the reference voltage lower) an Ry;,s would have
been used to divide down the output voltage. However, Ry, has no effect on the gain or
phase of the error amplifier; as long as you leave R, alone, the output voltage can be
adjusted by adjusting Ry;,; without affecting the error amp! (Note, however, that adjusting
Vout does affect the open loop, and thus potentially loop stability. This is why the open loop
measurement is done close to the actual operating point.)

Now, the compensation for our buck converter only requires C; to be computed. For
the type I this is done as follows

I
C =
' 7 2nfGR,

[Type | Amplifier]

For us, C, =1/(2n x 500Hz x 0.25 x 10kQ)=127nF. Rather than trying to parallel
capacitors, simply round this down to the nearest common value, 120nF—remember
that the purpose of phase margin was to make it unnecessary to worry about component
tolerances! In the lab, the value we actually measured on our 120nF capacitor was 135nF.
(This was a CKRO06 style cap, with a tolerance of 20%. Generally, it is better to use 10%
NPO or COG style capacitors in the feedback loop.)
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Before getting back to our buck converter to verify performance, let’s consider the
other types of error amp. As long as the necessary boost computed is less than 0°, as in our
buck converter, a type I amplifier is all that’s required. However, if more than zero degrees
of boost is required, one of the other error amps must be used. The type II amplifier
theoretically can provide up to 90° of phase boost; practically, trying to get more than
about 75° out of it results in component values that are either too large or too small to be
practical. Above 75°, and less than about 160°, a type Il can be used. If you need more
than 160°, chances are you’re measuring wrong!

Practical Note Limit the boost of a type Il amplifier to 75°, and a type Il to 160°.

For reference, the design equations for the other two types of amplifier are:

boost
K:tan( 0205 +45)

|

€2 = 2. 7GRR,
C, = CyK> 1)
R — K
2 2rf C,

[Type Il Amplifier]

boost 2
K= [tan( 055 +45)]

= 2.7Gr,
Ci=G(K-1)
VK
R2:
27th1
Ry =
ITK-1
oo |
T 2nf VKR,

[Type Il Ampilifier]

Remember to use degrees in these equations, not radians!
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Practical Considerations

Much of the time you will end up using a type II compensation. There should be
something unusual about the power stage if you determine you need a type III—otherwise,
either your measurement or your calculation may be wrong! A little bit of caution here will
save quite a bit of aggravation later.

In any case, as stated above, you should never need more than 160° of phase boost.
If >160° seems to be necessary, something’s wrong for sure.

What happens if the values you calculate turn out to be very large (say, 10MQ) or
very small (say 7pF)?

Practical Note Avoid using resistors larger than 1MQ, or capacitors smaller than
22pF. Strays will make them too inaccurate for loop compensation. If your calcula-
tions show a need for parts that are outside these bounds, a good plan will be to start
over, using a different value for R,, such as 1kQ instead of 10kQ.

Finally, what do you do when you calculate an oddball value, such as 900pF? Do you
need to parallel caps?

Practical Note As long as you're not at the top end of the possible phase boost from
the type of error amp compensation you're using, just round off the capacitor values to
their nearest standard values; the compensation will still be good enough. For the
question just asked, 1nF will be good enough instead of 900pF if you're trying to get
60° phase boost. If you're right at 80° phase boost with a type Il, try going to a type Il1.

Other Comments

The comments above suggest that there is a practical limit on the maximum bandwidth you
should try to give a converter. Of course, a voltage mode converter shouldn’t be stabilized
above its resonant tank frequency unless you are going to stabilize it above its output
cap—ESR zero frequency; and of course no normal switch mode converter can be
compensated to have a bandwidth close to its switching frequency. Beyond these limits,
however, even current mode converters have limits, set by the compensation values that
can be reliably attained. To get bandwidths of 100kHz or more not only will require very
high switching frequencies, but probably, in addition, some sort of integrated or hybridized
circuit, to control stray impedances. The typical practice is to give substantially more phase
margin than is used with lower bandwidth converters, because the strays give increased
variability to the values used.

One final comment on Venable’s method. Symmetrical distribution of poles and
zeros is enough to uniquely determine a type II (and, a fortiori, a type I) amplifier, but it
doesn’t uniquely determine the compensation values for a type IIl. There may be ways to
adjust the position of the poles and zeros of a type Il error amp for special purposes.
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How to Measure Closed Loop Response

So now the buck converter circuit looks like Figure 6.23. In addition to adding the
compensation on the schematic, a summer has been added (the circle with the X in it)
showing injection of the swept sine wave, and the correct points to measure the closed loop
response of the converter, AC,,./AC;,. Observe that the loop remains closed during this
measurement, so that it automatically controls the output voltage to the 5V level; no
external DC control is required.

V=15V M ACou Vout =5V
L& |
+
‘% 220pF
ACout
Error amp - _ JPAk.

\AAAd

120nF -100mV

"y Viet '|'

PWM
Fs =250kHz

Figure 6.23 Loop with compensation added. Also shown is diagram for measuring
closed loop response of converter.

For the astute reader, let’s mention that what is being measured here is not the power
supply transfer function, V,./Vi,. We'’re instead measuring a related quantity inside the
loop. Relabeling our block diagram, we come up with Figure 6.24.

We are measuring the point labeled GH(In — V') divided by the point labeled V.
Now the thing to notice is that the network analyzer measures only AC signals, using a
bandpass filter centered at each frequency in its sweep. So the term (GH x In) is filtered
out before the division, because it is a constant, (i.e., DC). So the result from the analyzer
is —GHV'/V' = —GH. So the design criterion that GH # —1 can be replaced by the
criterion that what the network analyzer measures must not equal I; that is, we have to
avoid having gain = 0dB and phase = 0° at the same time.

H(In-V")

+ In-v’ His) e

In T

A

G(s)

GH(In-V")

Figure 6.24 The closed loop measurement is really measuring GH.
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How to Measure It : Transformer Method

Up to now the summing function used in measuring the loop has been shown as just that, a
big Z. In this section and the next, this omission will be remedied, showing the two
popular methods for implementing this function, and pointing out practical aspects of their
use. We start with the transformer method.

The transformer method (Figure 6.25) works just as you might suppose, by
transforming the AC drive signal over into the loop. The S0Q in parallel with the
secondary is not strictly necessary, but accomplishes the following convenient function:
the transformer can be soldered on top of the resistor, allowing you to measure the loop
without having to desolder anything on the PC board. The 50Q is small compared to the
10k€2, and so does not affect the output voltage all that much.

V=15V 44pH  ACyy Vou=5V
_— -
+ AC.
| % 220uF 1 out
503 l I
Erroramp -~ A'IV(A)'AR' 1
AC;, =

3, Viet
-‘— ~100mV

PWM
Fs=250kHz

Figure 6.25 The transformer method of measuring the closed loop response of the
converter.

The transformer method enjoys some popularity, and this ability to tack it in is its
best feature. Of course, it also provides isolation between the network analyzer and the
circuit, which can be important if you are measuring a high voltage output.

On the other hand, the transformer has to be carefully designed to be responsive over
a very broad range of frequencies, both very low (where it mustn’t saturate) and very high
(where it mustn’t have so much capacitance that the signal will be shorted out).

How to Measure It: The Mixer Method

A second method, and the one the author recommends, is using a mixer, which is just an
op amp adder (see Figure 6.26).

The mixer (unlike the transformer) works at arbitrarily low frequencies, and with
proper op amp selection can work at very high frequencies.
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Vig=15V N m ACou Vour =5V
14T T
‘ T 220uF
. 1
rror amp / A

10k

~100mV

PWM
Fs=250kHz

Figure 6.26 The mixer method of measuring closed loop converter response.

Practical Note Be careful! Before you use the mixer, measure its response,
particularly its phase, with the network analyzer. Some high gain bandwidth op
amps have lots of phase shift, and some don't; usually you can't tell from the data
sheet. Don't forget 100nF bypass caps for the op amp’s power lines. And for really
high frequency measurements, you might want to make everything surface mount
and use BNC connectors for inputs and output.

The major drawbacks of the mixer are as follows: (1) you have to desolder a
component on the PCB to insert the mixer in the loop, and (2) you can’t run it in a loop
whose output is greater than the op amp’s supply voltages. On the other hand, the only real
requirement for the placement of the mixer is that it have low impedance inputs, and output
to a high impedance node. So anywhere that is low impedance could go into the mixer—
maybe even in the divider network, which will have to be present anyway for a high
voltage output.

Converter Closed Loop

We used the mixer method to measure the response of the actual buck converter circuit in
the lab (see Figure 6.27). Since we had targeted S00Hz as the crossover frequency, we
expect to have 0dB at 500Hz, and a phase margin of 90 — 7=83°. What we actually
measure is —1.8dB and 83° exactly. The 1.8dB error (=23%) is explained in part by the
7% error in the capacitor value (135nF instead of 127nF), the remainder is due to a slight
error in the output voltage when the open loop was measured. Below, we show how to
avoid even this small error.

Let’s examine the plotted measurement carefully. At low frequencies, the gain is
higher as the frequency decreases, due to the pole at the origin (i.e., the capacitor in the
feedback). At a very low frequency (not shown in this measurement), there is a maximum
gain, set by the open loop gain of the error amp. The pole at the origin is desirable, and is
standard in closed loop converters because it means that the DC output voltage will have
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Figure 6.27 Closed loop response of the buck converter measured with the mixer
method.

only a tiny error (with respect to the reference voltage); all three error amp configurations
have a pole at the origin. For example, the gain of the error amp at very low frequencies
might max out at 80dB. Since 80dB = 10,000, this forces the output voltage to match the
reference voltage to | part in 10,000, 0.01%. This is of course much better than the
accuracy of almost all references, and consequently the error in the output voltage is
entirely due to the error in the reference.

At frequencies above the resonant tank frequency, the phase drops rapidly, but there
is about 12dB of gain margin. Altogether, then, calculated performance and measurement
match well.

Practical Note When doing your closed loop measurement, always make sure to hit’
all four corners: maximum and minimum input line voltage, and maximum and
minimum output load. The open loop changes with these parameters, and thus so
does the closed loop response; you need to be stable for all four conditions.

How NOT to Measure a Loop

Naturally, there are any number of ways of doing something wrong. Over the years, the
author has encountered at least four incorrect approaches to measuring a loop. Here they
are, with the reasons for inadequacy briefly noted.
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1. Don’t measure the “In” signal at the AC source rather than at the output of the

mixer. This fails to take into account the feedback loop. It’s more like measuring

H(s)[G(s) — 1] rather than H(s)G(s).

Don’t try to inject the AC at the reference pin instead of inside the loop. (Where

would you measure the loop response then?)

3. Don’t put the “In” and the “Out” probes at the same place (because the
transformer’s just a piece of wire, right?).

4. Don’t try to stick the output of the network analyzer right into the loop directly,
without an amplifier or transformer. Although this can be fine for a 5V input
converter, generally it can be a good way to blow up the equipment.

2]

A Better Method of Measuring the Open Loop

As we’ve seen in our buck converter, there can be some difficulty in measuring the open loop,
both in the required equipment, as well as in achieving a desirable accuracy. And when the
noninverting pin of the error amplifier isn’t available (as in 8-pin PWM ICs), measuring the
open loop can be rather problematic, since there’s no straightforward way of making the error
amp unity gain. Fortunately, there is a better way, devised by the author some years back. I
now use this method to exclusion of all others because of its substantial superiority.

At low frequency, a power stage is always a fixed gain with 0° phase shift: you put in
some duty cycle and get some voltage out, and increasing the duty cycle increases the
output voltage. This implies that a converter can always be stabilized by picking a low
enough bandwidth, and in particular, by using a type [ amplifier. Following this thought,
the preferred method for determining the open loop response is to use a large capacitor for
compensation in a closed loop configuration, measure the closed loop, and then subtract
the effect of the large capacitor. The compensation to be used in the actual circuit can then
be derived as usual.

To illustrate the method, we perform a closed loop measurement on our buck
converter with a | pF capacitor as compensation, to determine the open loop characteristics
(see Figure 6.28).

Vin=15V M Acw Vour =5V
141 }
Error amp
+
~100mV
PWM
Fs =250kHz

Figure 6.28 The best method of measuring the open loop characteristics of the converter
is to compensate it at a low frequency.
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Figure 6.29 Loop characteristics measured with an initial low frequency compensation.

The measured response is shown in Figure 6.29. The bandwidth appears to be about
50Hz—but this is not what we’re interested in. Closing the loop was just a stratagem for
obtaining the open loop characteristics. At 500Hz, where we want to close the loop, the
gain is measured to be —19.4dB, with a phase margin of 83°. This means we should select
a capacitor smaller than the IpF by —19.4dB =0.107, which is to say 107nF, which
will still give us 83° of phase margin, since it is still a type I amplifier. Using the 107nF
instead of the 135nF actually selected would increase the measured gain by
135/107 =1.26 = 2.0dB, which would bring the measured gain (—1.8dB) into agreement
with calculation to within 0.2dB—dead on. Thus, this method can be expected to give
almost perfect results, as seen here.

Practical Note Sometimes the gain of the power stage is low, and if you are trying to
compensate the loop 1o a high frequency, the gain measured by this method at that
frequency may be low enough to be in the noise (e.g., —60dB). In such a case, you
should probably try decreasing the 1uF cap to 100nF, thus increasing the gain by
20dB.

If the phase margin we measured using this method had been too low, say only 20°,
we would have selected a type II compensation, with a phase boost of 25° (because
20° + 25° = 45°) at 500Hz and a gain of —19.4dB at 500Hz, thus bringing us back to 45°
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at a crossover frequency of 500Hz. Compensation with this method is thus almost trivially
easy; you can astound your boss with how quickly you can stabilize a converter.

What If the Noninverting Pin of the Error Amp Isn’t
Available?

It’s not uncommon to use an 8-pin PWM IC for a supply, in which case it is typical for the
noninverting pin of the error amplifier to not be pinned out, but rather to be referenced
internally to a reference voltage. As mentioned above, in this case it is quite hard fo figure
out how to measure the open loop gain directly, since there’s no convenient way of making
the error amp unity gain. If, however, you use the closed loop method described, such
measurements are straightforward, and the inability to access the noninverting pin is no
drawback. Figure 6.30 shows the measurement setup for determining the open loop
characteristics of a converter using such a PWM.

Vin=15V 44uH P:Cout Vour=5V
—_
‘ f % 220pF
Error amp
~100mV
PWM
Fs=250kHz

Figure 6.30 Using the low frequency compensation method to measure the open loop of
a converter in which the noninverting pin of the error amplifier isn’t
accessible.

CURRENT MODE CONTROL
Theory

The difference between current mode control and voltage mode control is that current
mode control has two feedback loops, one to control the inductor current, the other to
control the capacitor (output) voltage.

The control theory for this system can be worked out the same as for the voltage
mode control system, though we’re not going to. Let’s note, however, that there are some
subtleties involved with the high frequency response of current mode control converters
that have been worked out only in recent years (notably by Ray Ridley).

For practical purposes, the reason for having the second, inner loop (see Figure 6.31)
is that controlling the inductor current acts to remove the effect of the inductor on the
power stage’s transfer function. This is because the transfer function of the power stage
already includes the closed loop of the current loop, so that the effect of the inductor is
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F(s)

G(s) L

Figure 6.31 Control block diagram of a current mode converter.

entirely absorbed by the loop controlling it and doesn’t appear in the respornise. Thus, there
is no resonant tank to worry about, and at high frequencies there is only a single pole (the
output cap), so that the phase shift goes to —90° rather than —180°. These effects make it
much easier to control current mode than voltage mode, and make it possible to give
current mode controlled converters high bandwidth.

A Limitation of Current Mode Control

The usual implementation of current mode control is to sense a current with a resistor (or a
current transformer going to a resistor, which is the same thing) and feed it into a PWM IC.
However, as load current decreases, the magnitude of this signal must also naturally
decrease. If the load is light enough, the current signal will be negligible, and the current
feedback loop has no effect on the system; thus,

Current mode control becomes voltage mode control at light loads.

So if you give the converter a lot of bandwidth at maximum load, you need to
carefully check that at minimum load the extra pole (the inductor) isn’t cutting back in and
causing instability. Counteracting this effect, though, is the fact that converters typically
have less open loop gain in the power stage at light loads than at heavy loads.

Practical Note From a practical standpoint, you won’t have current mode control
over the whole range of operation if your load range is more than 10:1.

Slope Compensation

When the duty cycle of a current-mode-controlled converter exceeds 50%, the converter
will oscillate at a subharmonic of the switching frequency, actually half of the switching
frequency, unless slope compensation is added. The origin of the problem can be
understood thus. A current mode control loop works by turning off the switch when the
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current reaches a certain level (set by the error amp output). If the duty cycle exceeds 50%,
the inductor current is being ramped up for more than 50% of the period. This means,
obviously, that the inductor current is being ramped down for less than 50% of the period.
This smaller time means that the inductor current has not yet returned to its steady-state
initial value by the time the next period is getting started, so the current for the next period
starts off too high. During this next period, therefore, the inductor current reaches the turn
off level too soon, causing the duty cycle to be terminated early; in fact, it’s terminated at
less than 50% of the duty cycle. But now the off-time is too long (> 50%) and so the current
at the start of the next cycle is too low, causing the duty cycle to again exceed 50%, and so
on, oscillating between under- and overshooting the current every other cycle. There is a
clear demonstration of this subharmonic oscillation happening in the literature [2].

Slope compensation fixes this problem basically by adding a fixed ramp to the
current signal. Since this ramp has a constant value, the effects of variations in the current
signal are better damped. In fact, the real effect of slope compensation is to make the
control loop somewhat more like a voltage mode control. This makes sense: if you think
about it, a voltage mode controller works with a fixed ramp against which it compares the
error amplifier’s output. So adding more and more slope compensation brings the converter
back closer and closer to voltage mode; if the ratio of slope compensation amplitude to
current—signal amplitude went to infinity, you'd be back entirely at voltage mode. This
explains the statement above that at low load power, your current mode control converter is
back to voltage mode.

It is also to be observed that adding slope compensation puts the converter
somewhere between voltage mode (with two poles) and current mode (with one pole);
this means that when you take a loop measurement, and measure the slope of the Bode
plot, you find that it is intermediate in value between one and two poles. Of course, it is the
active circuitry that makes such a nonlinear transfer function possible.

As an aside, people sometimes tell me there’s no such thing as a “subharmonic
oscillation.” I’m not sure what their reasoning is, but one need only try building a current
mode power supply with duty cycle exceeding 50% and no slope compensation to see that
there certainly is a subharmonic oscillation; the converter oscillates at exactly half of the
switching frequency.

Adding slope compensation to a current-mode-controlled converter (see Figure 6.32)
is as simple as adding in some amount of a fixed ramp to the current-sensing feedback.
Without going into the technical details, it turns out that adding various amounts of fixed
ramp accomplishes either perfect current mode control or perfect audio rejection of the

A Ramp

PWMIC

_l I_. /ssnss

||l—-|

Figure 6.32 Adding slope compensation to a
current mode control converter. -
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supply. But the reality is that tolerances in components and variations of the load make it
impossible to attain either of these states.

Practical Note If the duty cycle of a current-mode-controlled converter is going to
exceed 50%, the converter needs to have slope compensation. The practical way to
determine the right amount of slope compensation is to run the converter at maximum
load current and add enough slope compensation to stabilize the converter against
subharmonic oscillations. At lower loads the converter will then automatically be
stable.

How to Compensate a Current Made Controller

With one notable exception (discussed below), a current mode converter can be
compensated in the same way as a voltage mode converter. Arrange the current-sense
resistor to produce about the maximum signal the IC will take (typically, 1V) when the
converter is at full load, and then forget about it. If you’re going to have a duty cycle
greater than 50%, remember to add in some slope compensation. Now you measure the
open (voltage) loop exactly as you did for a voltage mode controller (10kQ and 1pF),
design the compensation, and you’re through! Don’t forget to check the four corners!

Can | Measure the Current Loop?

The foregoing methods have proven so successful and easy at measuring the voltage loop,
that [’m sometimes asked about the possibility of measuring the current loop as well.

As a first part of an answer, let’s comment on the desirability of making such a
measurement. In a general sort of way, the current loop is always stable, with (it turns out)
lots of phase margin, at least as long as you remember to add the slope compensation when
necessary. So with the notable exception of average current mode control (discussed
below), there isn’t any need to measure the current loop: you just use it and forget it.

Making the measurement turns out to be quite difficult, and in fact can’t be done
with a normal network analyzer. You’'ll recall that a PWM works by having a comparator
that changes logic levels when the ramp signal (here, the current signal plus any slope
compensation) is equal to the error amplifier output signal. The theoretical aspect of this
digital operation is that instead of using Laplace transforms, the system needs to be
described with a z transform, or else at least via an analog approximation to the dynamics
of the comparator (worked out in recent years by Ridley) involving two RHP zeros.

Practically, because of this digital portion, ordinary swept sine wave analyzers can’t
be used. Instead, some sophisticated digital modulators have been devised. In any case, this
sort of thing is done only in universities, never by practicing engineers. As stated above,
the current loop is basically always stable in normal converters.

Average Current Mode Control
As noted in several places throughout this book, average current mode control, which is

mainly used in off-line power factor correction converters, constitutes an exception to the
general rules about current mode control.
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The idea of average current mode control is that instead of using a comparator to
compare the current signal with the output of the error amplifier, a second amplifier is used
to provide some gain for the difference between the current signal and the output of the
error amp. Thus, while the standard current mode control current loop has a bandwidth
equal to the switching frequency of the converter, the average current mode control current
loop can have a reduced bandwidth. In the author’s original invention of average current
mode control, the current error amplifier could be arbitrarily compensated to achieve any
desired bandwidth and phase margin (using the same techniques used in compensating the
voltage error amplifier). In the systems in common use today, the current loop is heavily
filtered down to around line frequency. With a loop such as this, it is straightforward to
measure the bandwidth and phase margin by means of the closed loop techniques
described above.

A general requirement for stability is that the outer (voltage) loop have a smaller
bandwidth than the inner (current) loop. Of course, this is a no-brainer for the usual current
mode control, in as much as the current loop then has a bandwidth equal to the switching
frequency.

NON-MINIMUM-PHASE SYSTEMS

Once in a while, you’ll get a Bode plot that just doesn’t make any sense, even though
you’re sure you’ve measured it correctly. For example, it will show the phase as being
—180° at low frequencies, crossing through zero degrees up to some maximum, and then
coming back down again. This response is symptomatic of a non-minimum-phase system,
for which a Bode plot is not sufficient to be able to determine stability.

A non-minimum-phase system is any system that has a right-half-plane zero in its
open loop transfer function. What this means can be most easily understood by thinking
about how a flyback converter works.

Load

|||—| I—0

i

B

Feedback

Figure 6.33 A fiyback converter responds to a drop in voltage by turning on longer,
causing the voltage to fali even further. This is what is meant by a right-half-
plane zero.
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Consider what happens when the load current increases (the load resistor value
decreases) in the flyback converter shown in Figure 6.33. The output voltage begins
instantaneously to drop. To supply more power, the feedback increases the duty cycle of
the transistor, in order to store more energy in the primary inductance. Instantaneously,
though, the transistor sees that it is turned on longer. This means that it doesn’t deliver
energy “‘on time” during that cycle, since it can’t deliver energy until it’s off again. But this
causes the output voltage to drop even further; if the loop isn’t designed to handle this, the
voltage just keeps dropping. This, then, is a 180° phase shift, the essence of a RHP zero:
increasing the duty cycle decreases the output voltage.

Remember from the earlier part of this chapter that an RHP zero causes the gain to
go flat while the phase is still decreasing, making it difficult to guarantee stability. As a
rule, the bandwidth of the converter will be designed to ensure that the RHP zeros occur at
much higher frequencies than the bandwidth. But, caution! These zeros move with load.
So, you need to check all four corners of the converter’s operation to make sure you’re not
going to have problems with RHP zeros.

Nyquist Plots

Since the Bode plot of a non-minimum-phase system isn’t enough to be able to determine
stability, we need to use a different display of the information, called a Nyquist plot.
Remember that the Bode plot consists of two graphs, one showing (the logarithm of) the
root of the sum of the squares of the imaginary and real parts of the transfer function:

magnitude = v Im? + Re?

and the other showing the phase:

h arctan Re
se = ar —
pha Im

both as functions of frequency. Instead of this, the Nyquist plot plots the imaginary part on
the y axis and the real part on the x axis, on a single graph (see Figure 6.34).

The important point on a Nyquist plot is “real part = —1, imaginary part=0."
Figure 6.344 shows the overall view of a Nyquist plot on a large scale (200 units per
division). You can see that the graph goes around (—1,0) once in the clockwise direction,
but because of the scale of the axes, you can’t make out details of what’s happening close
up to (—1,0). The expanded picture, zoomed in to 1 unit per division (Figure 6.34B),
reveals detail that isn’t visible on the coarser graph: the graph goes once around (—1,0) in
the counterclockwise direction [it also contains another loop, but this doesn’t matter
because it doesn’t enclose (—1,0)]. The net result is that (—1,0) is encircled zero
times: clockwise + counterclockwise = —1 + 1 = 0. This guarantees that the system is
stable:

A Nyquist plot represents a stable system if
there are zero net encirclements of (—1,0).

As a practical matter, a measured Nyquist plot won’t be closed the way this
demonstration figure is because your measurement doesn’t go down to OHz nor up to
infinity hertz. Nevertheless, measuring the converter response over the normal frequency
range, say 10Hz to 100kHz, is sufficient to determine the stability because the gain below
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Im
600 —+—
0 —4—
| |
| [ Re
0 1000
(4)
Im
0 ——
| |
I | Re
-1 0

(B)

Figure 6.34 (A4) Nyquist plot of a stable system. (B) Close-up of the area around (—1,0).
(Modified from Ref. 3, p. 367.)

the low end is constant, and is less than 1 above the high end; encirclements of (—1,0) all
occur in the same band of frequencies you would be using if you looked at the Bode plot
instead.

SOME CONCEPTS OF SYSTEM STABILITY
Input and Output Impedance

As a final topic in practical feedback design, we’re going to talk briefly about converter
impedance and its relationship to system stability. Here “system stability” refers in
particular to the stability of a group of converters interacting with each other. This is a
situation frequently encountered in practical design work: for example, your 5V output
converter is going to have a 3.3V output converter hung on its output; or your off-line
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power factor correction converter produces 300VDC, and you’re going to use a second
converter to step it down to % 12V. The key question for stability, it turns out, is what input
and output impedance the converters must have to ensure that the system as a whole is
stable.

Converter input impedance is a measure of how much the input voltage changes
when the input current changes. As such, it is closely related to the transfer function of the
converter. Figure 6.35 illustrates a generic method of measurement.

v

| Converter
Network
analyzer
source Normal
load

Normal —

supply ”j

Figure 6.35 Block diagram of method of measuring converter input impedance:
Zi,=V/I

The idea is that the converter is run with a normal load and a normal input supply
voltage. Superposed on top of the normal supply voltage, however, is a small AC signal, a
swept sine from a network analyzer. As the frequency of this input voltage varies, the
amplitude of the input current does also, and the ratio of these two is the input impedance,
Zn=V/I, as a function of frequency.

The only tricky part is remembering to use a scale factor: usually the output of a
current probe is 10mV per division. So, for example, if you use a 1 : 1 probe for measuring
the voltage, and the current probe is set to 1A/div, then 1Q=1V/1A=
1V/(10mV /A) = 100 = 40dB, that is, the 40dB mark on the network analyzer will be
equal to 1Q.

Practical Note For high power inputs, it may be necessary to use an amplifier to
drive the transformer, rather than driving it directly from the network analyzer. You'll
find that a good audio amp works well here; actually, one of the old linear (vacuum
tube) amps is best because of its low harmonic distortion.

Exactly this measurement was performed on the buck converter we’ve designed in
this chapter. Figure 6.36 shows the plot that was generated.

Let’s take a close look at the results of this measurement. At low frequencies, we see
that the impedance is approximately flat. Indeed, we expect that the input impedance at low
frequencies will be a constant: it should be just the input voltage divided by the input
current. For this buck, that is 15V/0.78A = 19.2Q =25dB-€), which should show up as
(25 +40)=65dB on the graph, which is right on the money. (Actually 780mA is the
measured input current, not calculated. As an aside, you might notice that input power is
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Figure 6.36 Input impedance of the buck converter.

15V x 780mA = 11.7W, and output power is 5V x 2A = 10W, so this converter has an
efficiency of 85%.)

Remember that the phase is —180° at these low frequencies because a converter is a
constant power load: if you increase the input voltage, the input current decreases! It is this
effect that will cause problems when we consider system stability. (Phase is not shown in
the measured plot. It’s of no real importance unless you're cutting it very close when you
get around to considering system stability; see below.)

As a further note, you hear people referring to the converter as a “negative
impedance.” In fact, they are referring to this 180" phase shift, and the statement is true
only at low frequencics.

As the frequency starts increasing, the input capacitor becomes equal to the
converter in magnitude of impedance:

1
S = 2% 1920 x Z20pF — >PHZ

Above this frequency, the input is predominantly capacitive with a 90° phase shift. We can
check this by looking at the cursor: 42dB scales to 2dBQ = 1.26Q at 500Hz, or

Co 1
T 271 x 500Hz x 1.26Q

which agrees reasonably well with the 220pF that was used.
‘At around the resonant tank frequency, we see a little bit of activity, but it is not
nearly as pronounced as in the open loop case because the entire converter is in parallel
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with the input capacitance. Then at the top frequencies being measured, we see the gain
starting to flatten as the ESR of the input capacitor cuts in:

1
T 210.12Q x 250pF

with the measured ESR of 120mQ.

The input impedance of the converter thus looks like a “negative resistance” at low
frequencies, like a capacitor at intermediate frequencies, and like a positive resistance at
high frequencies. Of course, if you go high enough in frequency, you’ll start seeing
inductance as well, but at these frequencies, it may become necessary to consider also the
cabling used in the system. System cabling can be very important to system stability in
certain cases.

C = 5.2kHz

Converter Output Impedance

Converter output impedance is very similar in concept to input impedance: When I jiggle
the load current, how much does the output voltage change? Ideally, of course, we would
like this change to be zero, because we want an output voltage that is independent of load.

A circuit for measuring output impedance is shown in Figure 6.37. In this circuit, the
network analyzer provides both a DC offset and a swept sine. It drives an electronically
controllable load, which pulls both DC and AC current from the converter. (Make sure the
amplitude of the AC current is small enough to ensure that the load is always pulling
current—it can’t source current!) The output impedance is Z,,= ¥/l as a function of
frequency.

v
Converter )
Electronically
— Normal variable load Network
I supply analyzer
source

v

Figure 6.37 Block diagram of method of measuring converter output impedance:
Zon=V/I.

Practical Note You don't want to put a resistive load in parallel with the electronic
load, since changing the output voltage changes the current through the resistor.

Using the buck converter once more, a measurement was made of the output
impedance (remember the scale factor, again). Figure 6.38 is a typical-looking plot for
output impedance. Take note that the scale is offset from the one in Figure 6.36 for input
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Figure 6.38 Output impedance of the buck converter.

impedance (12 =40dB is almost at the top of the graph). At low frequencies, the output is
inductive. In fact, we have at 100Hz, from the cursor, that the impedance is 10.3dB, which
is —29.7dB-Q = 32.7m{, so the inductance is
L= l
2n x 100Hz x 32.7mQ

agreeing well with the actual value of 35uH. At the output tank resonant frequency, the
output impedance peaks and thereafter is controlled by the output capacitor (you can again
see the ESR at the top frequencies).

Two Stable Converters Can Make an Unstable System!

This rather shocking idea brings us to the forefront of today’s research in power systems. it
is quite possible (and indeed frequently happens) that you have two converters, each of
which is stable with plenty of phase margin; but when the one is connected as a load to the
other, the system, meaning here both their output voltages, oscillates! Figure 6.39
diagrams the problem.

Here is a rule of thumb to ensure that attaching two stable converters together in
series won'’t cause oscillations:

Practical Note If possible, ensure that

1. The output impedance of the first converter is less than the input impedance
of the second converter at all frequencies.

2. The bandwidth of the first converter is greater than the bandwidth of the
second converter.
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45°

Converter

PM

Y

45°

Should be DC!

Converter
PM

Figure 6.39 Two stable converters in series can form an unstable system.

In

This is merely a convenient way of ensuring stability; a system can be stable even if

it doesn’t meet this rule, although the question then becomes substantially more involved.
When you are actually setting up such a system, of course, you need to verify that each

individual converter is stable before attaching the set together!

160

-l-,---r-- ki-Ll,xllll-
hatuts Safubal shaet L4 S ZIE-rIICiIC]
utuls (uiuiug shute 2 _ZlIgCrCIIlbCy
RN NI L - N i

V24 I e
% SRS S S I

—_——— g - - - - = —_—mm e e = ==

[ Ky S R O U S .

Z
[N S N o
VA

SRR CEDEDES RDEH st SN QRO ISR NN

/ AN =S N N

——— e - =

—_—— e — ¥ - — — - = ——— - [ — =
—_— e — — - — — - - —_—— e - = o
- - - - —— - - — = |-
- [ S — —_— - - —_— e — e — o

—— - [ S U T U

S SN P - SR A

—_— ———

vy
10

8.0/div [ T 1 11
1 oo
ilin, L
' 'VALIJI

)

|

I

|

)

i

1

=100 —>|

40dB

10k

Log Hz
Input and output impedances superposed.

Figure 6.40

10



Some Thoughts on the Role of Simulations 161

Example of an Unstable System

We have designed the compensation of our buck converter to produce a stable device. Let’s
suppose that for some (crazy) reason we connect two of these bucks in series. (That is, we
would reset the first one to produce an output voltage of 15V so that it could run the
second one. This could be accomplished by making the first converter run from 45V;,, and
tripling the switching frequency so that all the components retain their values; the loop and
the impedances of the converter would then remain the same.)

How well does this system comply with the rules given above? Admittedly, rule 2 is
marginally OK; at least the downstream converter doesn’t have more bandwidth than the
upstream one does. But rule 1 is definitely violated, as can be seen in Figure 6.40.

A look at the superposition of the input and output impedances shows that the source
impedance (output impedance) is greater than the load impedance (input impedance) at
frequencies greater than about 1.2kHz. This doesn’t guarantee that the system will be
unstable (you actually have to examine system, as opposed to converter, phase margin), but
don’t be surprised to see the 15V and the 5V outputs oscillating at about 1.2kHz!

SOME THOUGHTS ON THE ROLE OF SIMULATIONS

Although this book explicitly avoids talking about simulations, a few comments are in
order here, because it is in the area of stabilizing converters that people most frequently
turn to simulations.

For many years now, people (read managers) have been talking about the possibility
of designing power supplies using just simulations, no breadboarding. Leaving aside the
problematic existence of adequate computing power, one can see without going into the
details that such a thing might be possible. To aid in this visualization, consider a
simulation of the open loop of the buck converter we’ve been dealing with (Figure 6.41).

We’re not going to discuss this simulation in any detail. Figure 6.41 shows a
pseudodrawing of the blocks of an open loop buck, including a state-space-averaged
switch model; the listing is part of a SABER listing, and the plots were generated using the
SABER simulator. The names in circles are the node names, and the other names are the
part names and values. Further information on simulations can be obtained from a number
of books. At any rate, you can see that the simulation, shown in Figure 6.42, matches the
measurements pretty well, certainly well enough to allow you to design the compensation,
and that compensation would have the same values we came up with before. The trouble is,
even assuming the data on ESR and so on are available from data books (which is only
occasionally true), the model says nothing about switching. Thus you have to build either a
much more complex model or a breadboard—in which case you’ve defeated the purpose
of the simulation! Besides, unless you are very experienced (and even then), you need to
measure a working unit to verify that you’ve built the simulation model correctly. 1t’s so
easy to type in incorrect numbers and assume that because the computer gave you an
answer, this output corresponds to reality!

In the author’s view, nothing is gained by using simulation to design a compensation,
in part because doing it by real measurements is so easy. Simulation is useful in measuring
worst case: it can be almost impossible in the lab to find components at their minimum or
maximum values, whereas with a simulation it’s easy. Simulation and breadboarding are
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Simulation Listing (SABER)

DCXNEW
@ Gain=05 Ind
r.esr out esr =120m
;°536d r.load out 0 =2.56

' c.out est 0 =220u

l.ind 1 out =44u,r=18m
L Out vin in0 =dc=15
I220|JF vac ac 0 =dc=1.18,ac=(1m,0)
- dexnew.x1 | in dc =gain=0.5

spel.ramp dcOacO =e=[0,1/1.8]

SPE1

K=1/1.8 Ramp

©

AC
1.18VDC, tmVAC

Figure 6.41 Simulation model of the buck converter open loop: circles
enclose node names; see accompanying listing.

dB (V)

-5.04 -
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0.0
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Figure 6.42 SABER simulation of open loop buck converter: both curves, OUT/AC.
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thus complementary, not opposing: breadboarding is for doing the design, simulation is for
worst-case analysis.
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CONTROL CIRCUITRY

Ciher chapters in this book have dealt with aspects of the power stape of o power supply.
This chapter deals with the rest of the power supply, that iz, the small-signal circuitry used
to comtrol the pover stage and the circuitry used for monitoring the aperation of the supply.
(Except for the design of the error amplifier, which was covered in Chapler 6.) We san
with seme prochical control circuitry.

Start-Up

it always a problem: there'’s no power untl] the conventer is mnning, but you meesd power
ki get the comverer to man, The usml sofution s to use a resistor and capacior directly
from the mpd power line to get things startesd, and then when the converter s runming.
prowvide power with a bootstrap winding from the mam tansformer (see Figure 7.1}
The way this works depends on the PWM having a UVLO (undervoltage lockout)
with hysteresis. When V), is applied, the capacitor is charged up throagh the resistor. When
the UYL threshold of the 1C &= reached, the corcut begins switching. [t drws power oul
of the capaciior to run both iself and the swiching transisor until the winding can supply
enough power o nm the B0 Fygore 7.0 also shows @ sener on the ling, 10 prevent the
voltage from nising so high tha 0 damages the 1C; this might be typecally a 1218V diode,
This circuit can requine a quite karge capacitor to store enough energy 10 keep things
goang until the convertzr i runmng. Consider a typical example: the PWH 15 a UCIEZS,
which can require up o 33mA of supply current when running. Lets throw m an
additional 10ma for gate drive, and & few milliamps for everything else, and we'll zay ®t
requires S0md, Suppose the converter takes [0ms fo come up o spead. (The winding on
the fransformer is voltage-limited by the other windings, and so tvpically won't provide

6%
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l Figure 7.1 A bootstrap winding provides
power after start-up.

any power until the main output is approximately in regulation.) The guaranteed hysteresis
on the UC3825 is only 400mV, which means that if the voltage on the capacitor droops
more than this, the PWM will go back into undervoltage lockout, cyclically hiccoughing.
So we need to supply 50mA x 10ms = 500uC, with a voltage drop of only 400mV,
needing a capacitance of C = 500uC/400mV = 1.25mF (=1250pF)!

This particular problem can be solved by creating a larger hysteresis band for the
PWM, as illustrated in Figure 7.2. This circuit has added in a PNP transistor that passes the
current to the PWM (and any other loads). It works because the MOSFET isn’t turned on
until the capacitor voltage has reached a level set by its gate zener; once turned on,
however, it stays on. The MOSFET in turn turns on the PNP, which passes current. By
selecting, for example, a 12V zener, you can get approximately 5V of hysteresis (12V
zener + 2V gate threshold for the MOSFET = 14V, and 14V — 9V UVLO =5V hyster-
esis), so that the capacitor is reduced in size by a factor of 5V/400mV =12.5, from
1250pF down to 100pF, a gigantic saving in size.

Of course in both these schemes the resistor continues to dissipate power as long as
Vin is present: the winding provides the power to run things, but there is still voltage
applied across the resistor. This problem is mitigated, however, by the consideration that

Vin

PWM

|
|+

1

Figure 7.2 Increasing the UVLO hysteresis makes the start-up capacitor smaller.
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the resistance value can be almost arbitrarily large. All a large resistance does is give a
delay period between the time power is applied and the time the converter starts—it has no
effect on the slow-start time of the converter. For example, with the second scheme,
suppose that the resistor is 10k€, the input voltage V;,, is 28VDC, and the normal output of
the winding is 15V. Then the capacitor charges up to the required 14V, and the converter
starts, in

—t
14=281—exp[
[ e"p(lom X lOOpF)]

or t = 700ms. The steady-state power dissipated in this resistor will be only

28V — 15V)?
- 10kQ

If the converter has an output short, the winding will produce no power, and so the
resistor might have to provide power continuously for extended times. But even in this
case, it is dissipating only 78mW, which can be handled by a 100mW resistor.

There are other, more complex, schemes for start-up power—for example, using a
MOSFET in series with the resistor to turn it off completely once the converter is running.
This supposedly allows use of a smaller resistor value without impacting component size
(relying on the pulse power rating of a wirewound) and allowing less turn-on delay. During
an output short, however, there is still going to be dissipation in the resistor, and of course
the smaller value resistor will dissipate more power, requiring a large component anyway.
Thus, it seems that nothing is to be gained from more complex schemes, unless it is
necessary to minimize turn-on delay (not slow-start speed, remember).

P = 17mW

Soft Start

Soft start (or slow start) has been mentioned, but without specifying what was intended.
The 1dea is straightforward. When a control IC first receives power, the output voltage the
feedback senses is of course zero (or at any rate lower than it should be, in the case of a
nonisolated flyback). This causes the duty cycle of the converter to want to go to its
maximum value. Were it allowed to do so, very high and potentially destructive currents
would be drawn from the input and through the power devices in an attempt to charge up
the output capacitors. Instead, the duty cycle of the converter is limited to a maximum
value that increases linearly with time, usually controlled by the charging of a capacitor.
Once the capacitor is fully charged, the duty cycle will be whatever it needs to be to
regulate the output voltage.

Practical Note Always use soft start to protect both the line and the converter.

Soft start is also frequently used for recovery from a fault such as overcurrent: when
an overcurrent condition occurs, the soft-start cap is discharged, causing the duty cycle to
come up slowly again while recovering from the fault. When this recovery is cyclical, it is
known as hiccough mode. Since the soft-start cap is charged by a constant current source
(whence the linear increase in voltage), this suggests a way of making the hiccough period
different from the soft-start time: when an overcurrent is detected, switch on a transistor
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that pulls some current from the soft-start through a resistor, decreasing the speed at which
the sofi-start cap is charged.

On some older ICs, a soft-start pin may not be available. In this case, the same effect
can be had by attaching an RC from the reference to the noninverting pin of the error
amplifier: this causes the voltage to which the converter is attempting to regulate to slowly
increase.

Sequencing

Related to start-up is a requirement, occasionally seen, that certain voltage(s) be up and
stabilized before others come up, or that one output always have a higher voltage than
another. For example, if a + 5V supply runs some TTL that controls some + 12V relays,
the TTL may need to be operating before the relays are powered to ensure that the relays
don’t go into unwanted states.

Using a flyback converter can be a good choice to meet this requirement, because the
output voltage on every winding is clamped by the other outputs. Therefore each output is
proportional to its final output voltage: that is, if a + 5V output is at 2.5V, a + 12V output
will be at 6V, etc.

Use of a converter with an inductor doesn’t provide this scaling. Instead, output
voltage depends on both the output capacitor and the load. Thus for this case, relative
voltages for the various outputs during start-up can be controlled to some extent by how
much capacitance is placed on the output: placing a large capacitance on the + 12V can
ensure that it comes up last.

Finally, if an output has to be completely up and stabilized before some other output
is allowed up, there may be no choice but to use a switch such as a p-channel MOSFET.
The MOSFET could be controlled by a comparator that detects that the first voltage is
above minimum regulation.

Rather less commonly, there may be a requirement for turnoff sequencing when the
converter is turned off: again with the example of the relays, it may be required that the
+ 12V be entirely removed before the TTL goes down. In this case, neither the flyback
(since the converter is not delivering power, the windings don’t clamp each other) nor the
amount of output capacitance (because of load current ranges) is really enough to
guarantee sequencing; it is in practice mostly dependent on the loads. A switch seems
to be the only way to perform this function.

Feedback

Chapter 6 on control theory discussed in great detail the design of a compensation network
for the control loop, including selection of feedback resistors for the voltage being
controlled. Frequently, though, the secondary voltage you're trying to regulate must be
galvanically isolated from the primary where the error amplifier is. That is, no DC
connection is allowed between the two. In such a case, a method of transferring the DC
information across the boundary is required before the resistor feedback can be imple-
mented.

There is no end of methods for accomplishing this isolated feedback. We mention a
few that are popular ones:
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1. Some people use an optocoupler, and perhaps attempt to linearize it with a
second opto as feedback. (This approach has problems with optical gain affecting
converter bandwidth if a single opto is used; it has problems if the two optos are
not in the same package; and temperature and aging bring up additional
problems.)

2. Other designers do a voltage-to-frequency conversion, send the frequency- (or
pulsewidth-) modulated signal across the barrier with an opto or a transformer or
just a capacitor, and then convert frequency back to voltage. (This approach is
quite parts intensive.)

3. Still others use an instrumentation amplifier. (This is OK until you get a request
for a 500VDC hi-pot test!)

The author’s favorite method is shown schematically in Figure 7.3. It provides true
high voltage isolation, uses few parts, has wide constant bandwidth, and can be made
almost insensitive to temperature variation.

This method for isolating feedback works as a forward converter running from the
(output) voltage to be measured. A BJT is switched by a secondary winding of the main
power transformer. (If the freewheeling diode is not present, as in a flyback, the BJT is
driven directly from the transformer, and it may be necessary to add a series base diode to
prevent the BIT from emitter—base zenering during the on-time of the power FET.) When
the BJT turmms on, the output voltage is applied across the primary of a very small
transformer. In a typical example, the voltage being sensed might be 5V. Then the
transformer might be a step up of 5: 1, so that the voltage applied on the schottky on the
secondary side of the small transformer, which is grounded on the primary side of the
converter, is 25V. The schottky and the capacitor then form a peak detector, and this

+

Converter
! output

Feedback

Feedback
circuit

Figure 7.3 Isolated feedback using a small forward converter, driven by the main
transformer.
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voltage is divided down to get to a level suitable for the error amplifier. Note that the two
grounds are denoted by “S” (for secondary) and “P” (for primary).

The inaccuracies of this method are due to the collector—emitter voltage of the BIT,
which can be very low at low currents; the winding resistance of the transformer’s primary,
which can be very small because the current is only a couple milliamps; and the forward
drop of the schottky, which is only a few tenths of a volt out of 25V, It is straightforward to
achieve 2% accuracy with this method, surpassing all the other methods substantially. The
bandwidth can also be made quite high—it basically depends on the time constant set by
the peak detecting capacitor and the resistor divider network.

Current Limiting

A frequent requirement of power supplies is that they be current-limited; that is, they must
be self-limiting in some fashion with respect to the amount of output current they can
source. Such a requirement can be a little more complex than it seems at first blush,
because “shorts”, the generic term for output faults, can have differing impedances,
ranging from levels that draw just slightly more current than they should to basically 0Q. A
short that has negligible impedance is usually called a “hard” short, and all others are
referred to as “soft” shorts.

Despite users’ frequent claims that the supply need be protected against hard shorts
only, it is the author’s firm belief that supplies should be protected against soft shorts as
well, The goal here is not only to protect the user from experiencing currents that might
damage the units, but also that the power supply should be able to protect itself from
damage: not all shorts are 0Q. The usual method of accomplishing this is routinely
implemented inside typical PWMs with a two-stage current limit. The output of a current
sense resistor (or a current sense transformer) in series with the switch is fed into a current
limit pin of the PWM (this pin is frequently the same pin used for current feedback for
current mode control). If the voltage on this pin exceeds a certain level, the PWM shuts off
the current pulse going to the switch and doesn’t restart it until the next cycle: this is called
pulse-by-pulse current limiting. If the voltage on the current limit pin goes higher, and
reaches a second level, the PWM terminates the pulse and re-soft-starts. This latter method
is commonly called hiccough mode, burp mode, or various other names.

There is a major problem with relying on these methods if there is more than one
output of the converter. The current limit sense on the primary has to be set up to prevent
current limit from being reached under normal power (i.e., with all the power from every
winding at maximum load summed up together). But now suppose that only one output
gets a short. Then, if the other windings are at minimum power, almost the entire power
rating of the converter has to go through that one output before current limit trips. The
usual result of this situation is either a blown rectifier diode on that one output or an
opened wire on the transformer (or inductor if the topology has one). In any case, the
converter has failed to protect itself.

There doesn’t seem to be a cheap solution hence. Assuming that you don’t want to
put current-limited postregulators on every output, the best that can be done is to sense
each output current individually (with a sense resistor between the return of the output and
secondary ground, so you don’t need common mode rejection), let each one go into its own
open collector comparator, and OR them all together. The ORed signal can then be used to
control the current limit or shutdown pin of the PWM (if the converter is nonisolated), or it
can control this pin through an optoisolator.
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Switching Frequency

The switching frequency of a converter is defined as the number of times the convertor
goes through the same set of states each second. Thus, for example, a flyback converter
has a switching frequency of 200kHz if the switching transistor turns on and then turns off
again 200,000 times per second.

It is necessary to be slightly wary when selecting the timing components for an IC to
run at a certain switching frequency. Some ICs run an oscillator at one frequency and then
use the first pulse of the oscillator to drive one output and a second pulse to drive a second
output, or as a blanking signal to prevent duty cycles greater than 50%; the net result is that
the actual converter frequency is half the oscillator frequency. Thus an IC that claims to be
able to run at IMHz may actually run a converter at only 500kHz.

There is also a practical limitation on maximum switching frequency. The problem is
not with the controller ICs, some of which currently can run at 2MHz; the problem is with
the gate charge of the MOSFETs. Gate current is proportional to frequency, so that as
frequency goes up, so do losses in driving the gate; and of course, switching losses are also
dependent on frequency. In very recent times, manufacturers of MOSFETs have started to
come out with devices that have substantially reduced gate charge. For very high switching
frequencies, this sort of MOSFET is a must.

Synchronization

A final topic of control circuitry is synchronization. It is sometimes required that the power
supply switching frequency be synchronized with a master clock in a digital system, often
with the idea that the noise spikes will have less effect on the digital parts’ noise margin if
the spikes occur at the exact time that the parts are undergoing state transitions. (The
concept may well be flawed, since it ignores propagation delays inside the power supply.)

Anyway, data sheets never seem to explain what is required to synchronize a PWM,
they just show an example. To rectify this oversight, here’s a brief description. PWMs work
by comparing the output of the error amplifier (approximately a constant compared with
the switching frequency) with a ramp. As shown in Figure 7.4, they turn on a switch at a
regular interval, and terminate the pulse when the ramp and the error amp output are equal.
The next pulse then starts (a short time after) when the ramp reaches a certain level,
internally set by the PWM. The idea of synchronization is to force the ramp to terminate
prematurely by injecting a signal on top of it (Figure 7.5). The little pulse added “puts it
over the top,” and the next pulse begins sooner than it would have otherwise.

e

e
~

Figure 7.4 The gate drive turns on at a regular

interval, and shuts off when the ramp is equal to Figure 7.5 Synchronization occurs by adding a
the error amplifier’s output. pulse to the ramp, starting the next cycle.
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From this description, it is clear what needs to be done to synchronize a converter:
(1) the free-running frequency of the PWM has to be lower than the synchronization
frequency; (2) a short pulse, having the following characteristics, has to be added to the
ramp: amplitude great enough to trip the PWM’s comparator, and falling edge correspond-
ing to the new period of the PWM. The pulse has to be short because the PWM is forced
off while the pulse is present (i.e., the pulse acts like dead time).

Thus, a pulse can be generated by a TTL device, for example, and capacitively
coupled into the timing capacitor (see Figure 7.6). The resistors R, and R, form a divider
that can be used to scale the pulse. R, should be a low value (some tens of ohms maxi-
mum) to avoid disturbing the ramp, which will be integrated by the RC formed by R, and
the timing cap. Additionally, the end of the synch circuit coming from the TTL signal should
have a relatively high impedance to ground. One method of doing this is shown in Figure 7.6.
This requirement exists because the coupling capacitor is quite large and is in parallel with
the timing cap, and so would affect the free-running frequency, were it to be grounded.

4 PWM
TTL pulse timing cap
Ry
—WW
Ry
Large

Figure 7.6 How to synchronize a PWM.

Let’s mention one more little fact about synchronization. From our description of

- how synchronization works, it is clear that the peak-to-peak amplitude of the ramp is

reduced by this process of premature termination. As we know from Chapter 6 on loop
stability, the ramp amplitude is one of the factors directly determining the gain of the loop;
by synchronizing a converter, therefore, you directly influence its bandwidth and phase
margin. You should always set limits to the range of allowable frequencies for the
synchronization, and check the power supply’s loop at the maximum frequency
(=minimum ramp amplitude) as well as when it is free-running.

Practical Note A practical limit is to not let the synch frequency exceed 1.5 times the
free-running frequency of the converter, if it can be avoided.

MONITORING CIRCUITRY

How to Monitor Voltage

One of the most frequent monitoring requirements is to produce a signal indicating when
the output voltage(s) are valid. This means at least that the voltage is above a minimum
value, and usually it must be below a maximum value as well. Both monitoring
requirements can of course be met with a single comparator with hysteresis. Choosing
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the component values that accomplish the monitoring can be quite laborious, however; the
author has found the use of a numerical or symbolic algebra computer program to be quite
a time-saver in this regard. One just writes down the Kirchhoff equations and lets the
computer find the values. (Assuming that a solution exists—it is possible to select a
reference voltage for the comparison that forces some resistors to be less than 0Q!)
Generally, the reference voltage needs to be between the minimum and maximum trip
points.

Voltage References

There is a need for a certain degree of caution when accepting a spec that calls for voltage
regulation tighter than £ 5%. Typical references on PWMs have several percent tolerance,
and then the 5% may include monitoring tolerance, which means that a lot of your
tolerance is eaten up by using 1% resistors—and since you probably can’t get the exact
resistor value you want, you always have to round off, adding another 0.5% or so. Finally,
requesting bctter than 5% in an isolated feedback is really pushing it, because there are
additional errors in crossing the isolation barrier. As indicated above, even quite good
schemes have something like 1% error. If a spec calls for much better than 5% output
regulation with isolation, it’s best to plan on a postregulator on the secondary side.

As an example of what can be expected from a PWM reference, consider the
UC3825, whose “features” section proudly announces a “trimmed bandgap reference
(5.1V£1%).” The first thing to notice is that the 1% is for industrial and military grade
parts only (the UC2825 and UC1825); the commercial part is 2%. This 2%, however, is at
nominal conditions only; over line, load, and temperature, the commercial part is 3% (and
the others 2%). Additionally, there is long-term drift: after 1000 hours, the parts may have
changed an additional 0.5%. Thus, a typical off-the-shelf PWM claiming 1% reference
voltage really gives 3.5%!

Furthermore, if you need a divider to bring the monitored voltage down to the
reference voltage, there is an additional 1% error in the output voltage (assuming 1%
resistors), and now you’re up to 4.5%.

Of course, there are things that can be done to shave this percentage a bit. The most
obvious (and the least costly) is to go to 0.1% resistors—2 cents a piece is all they cost.
Then, you could eliminate line and load variations to the chip; but it’s still going to be
more than 2%. If you start checking through available zeners and other 2- and 3-pin
devices, the story is much the same. The bottom line is, if a spec calls for much better than
5% tolerance on the regulated output (never mind the tertiaries), you’re going to end up
with a moderately expensive 1C for a reference. (The REFO1 is an excellent choice.)
Perhaps a good plan is to carefully inquire why the user thinks such a tight tolerance is
necessary. [s it just for the sake of a safety margin?

How to Monitor a Negative Supply Without a Negative Rail

Sometimes you’ll have a negative output voltage in a nonisolated converter, and it sure
would be nice not to have to stick in a transformer to monitor that rail. But since you are
running all the control circuitry from + 12V and ground, you can’t just feed the negative
supply into an IC somewhere. The solution, once seen, is obvious: the negative supply can
be inverted (and divided, if necessary) by using the virtual ground of an op amp. It is clear
from the circuit shown in Figure 7.7 that essentially any negative voltage can be monitored
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this way, even hundreds of volts below ground. There is only one caution: to keep the
negative voltage from being applied directly to the IC pin, the power to the opamp should
be present before the negative voltage is applied. If this condition can’t be guaranteed, the
IC can still be protected from damage by ensuring that the resistor from the inverting pin to
the negative voltage is large enough to ensure that the current is limited to, say, ImA or so.
Then the diode (which needs to be a schottky) will prevent the IC from seeing voltages
more than 0.3V below its negative rail.

AW —
+Vee

Negative
supply

IV\MV -

Figure 7.7 Monitoring a negative rail with a single supply: use a virtually grounded op amp. Also shown is a
protection diode.

Why You Should Always Use Hysteresis on Comparators

A little hysteresis costs only one resistor, so don’t think about saving 2 cents by dropping
this component. Since a comparator has only finite gain, there will be a small range of
voltages in which the comparator will try to operate in some sort of linear mode. The result
is that the comparator may oscillate, slewing back and forth against its rails at its slew rate.
This may be OK if it’s driving a one-shot latch, but most of the time such oscillation gives
oscillating failure signals, great for swamping a microcontroller’s interrupt line. Worse yet
(and the author has seen this), if the comparator is driving some sort of shutdown, you may
have a closed loop system that sits at precisely the point where the comparator is
oscillating and the system is just on the verge of shutdown, but doesn’t quite get there.
Surely one resistor isn’t worth all this?

Although it is obvious post facto, occasionally people don’t realize that hysteresis
can be used on a comparator regardless of whether it is inverting or noninverting. Just for
reference, then, if the signal you want to monitor goes into the noninverting terminal of a
comparator, do it as illustrated in Figure 7.8. On the other hand, if the signal goes into the
inverting terminal, use the circuit arrangement shown in Figure 7.9.

Vref———\ Signal_J_
Signal ~VWv / Vet —WWWY +

AW ') 1) p—

Figure 7.8 Comparator hysteresis when the signal Figure 7.9 Comparator hysteresis when the signal
is applied to the noninverting input. is applied () the inverting input.
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The important thing to remember is that the hysteresis always goes back to the
noninverting terminal, regardless of where the signal is. It should be noted in Figure 7.9
that some amount of current will be fed back from the output of the comparator to the
reference voltage, so the reference needs to be stiff enough to prevent feedback from
affecting its value.

Resistors and Shunts

Using a resistor to measure current is obvious, but a little thought shows that the resistor
value has to be pretty small to avoid excessive power loss at moderate currents.
Additionally, since resistors have inductance, if the current being measured has an AC
component, the voltage across the resistor may be dominated by the AC current times the
impedance of the inductance, rather than by the DC current times the resistance. (Don’t
even think of using a wirewound for such an application, unless it is noninductively
wound.)

As discussed in the chapter on components, a shunt is a current-measuring resistor
typically consisting of a wide, thin strip of manganin. Typical values range from 50mV at
5A (=10mQ) to S0mV at S00A (=100u€2) and less. The next section discusses how these
small voltages can be measured. Here, it is to be observed that even shunts have some
inductance. It might be tempting to try to compensate out the inductance, thus obtaining a
high frequency, high current sensor, by paralleling the shunt with a capacitor, but only until
you realize the size of the putative cap. Suppose the smallest one, a SA shunt, has 20nH of
inductance. Then the shunt’s time constant is L/R = 20nH/10mQ = 2ps. To compensate
this requires C = t/R = 2us/10mQ = 200uF! A more practical method is shown in the
next section.

Ditferential Amplifiers

To sense output current on the high side, a resistor (or shunt) is placed in series with the
line (see Figure 7.10). This requires a somewhat difficult measurement to be made: that is,
a small voltage difference has to be sensed on top of a large common mode voltage. For
this purpose, a differential amplifier is used. (“Instrumentation amplifier” is another name
for the same thing.)

It is certainly easier to measure current on the return side of a line rather than on the
high side, because all you need is an op amp amplifier. Sometimes, though, a return side
measurement is undesirable (see Figure 7.11): for example, there can be problems with

Figure 7.186 Measuring current on the high
side requires a differential amplifier to eliminate
the common mode signal.
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Figure 7.11 Monitoring current on the low
side is not recommended.

J.*
MWW~ I
having your load at some 50-100m VDC above “real” ground, and potentially (pun
intended) much higher than that at AC. Furthermore, having a load at one ground and a
power system at a different ground can have adverse effects on EMI control. So for various
reasons, it may be necessary to monitor current on the high side.

Practical Note Always do the current sensing in the power line, not the return line;
don’t use a ground elevated from the other grounds.

The simplest differential amplifier can be built with a single op amp as illustrated in
Figure 7.12. In detail, this works as follows. Suppose a gain of 10, as in Figure 7.12. The
more positive input gets divided by 10/11, which is the resistor divider value. Then the op
amp works to force the inverting input to also be (10/11)V,, where V. is the positive
input voltage and V _ is the negative input voltage. The current through the 1kQ to the
inverting pin is thus

[ v_—0/11)V,
- 1kQ

This same current flows through the 10k€, so that it has a voltage drop of
V= IO(V_ - :—? V+)

The output voltage is then the voltage at the inverting pin minus this, or

10 10
Voul = ﬁ V+ - IO(V__ _ﬁ V+) = IOV+ ~ 10V _

Positive V. N
input VVVy
1k
10k
Negative V- AAAA ®
input 1k
AW
10k

Figure 7.12 A single op amp differential amplifier.
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which is to say, the voltage common to both inputs has been rejected, and only the
difference between the two (with a gain of 10) is at the output.

As always, component tolerances produce limitations on this result. The tolerance of
the resistors used is the dominant contributor to the error. Any error in the matching of the
two ratios causes some portion of the common mode voltage to feed through to the output.

Practical Note A good estimate of the rejection of the differential amplifier is that the
common mode voltage is rejected by the tolerance of the resistors. For example, if
there is 5V of common mode, and the resistors are 1%, there will be approximately
50 mV of output even when there is no difference between the two inputs.

This in turn leads to a limitation on the signal size; assuming that 0.1% resistors are
the best that can be obtained at a reasonable cost, the ratio of common mode to signal
should be less than 1000: 1.

You also want to think very carefully before placing capacitive filters on the dividers
to clean up noisy signals. Any imbalance in the capacitors will show up as reduced
common mode rejection of AC. Even if you don’t add capacitors, there will still be
imbalances in stray capacitances, and unless your resistances are small, these strays can
cause lack of adequate common mode rejection at moderately high frequencies.

There are also differential amplifier arrangements with two and three op amps (as
well as IC versions). They are used in some applications because of their essentially
infinite input impedance, which doesn’t load the signal source. (The single op amp
differential amplifier shown in Figure 7.12 loads it with 11k€.) For monitoring current,
this is irrelevant, as the output line presumably has very low impedance anyway, and a
single op amp amplifier is usually all that is required.

Compensating Shunt Inductance

Using a differential amplifier, it is possible to compensate out the inductance of a shunt
with reasonable value capacitors, as illustrated in Figure 7.13. Using the same example as
above, to get a 2ps time constant, a capacitor is required C = /R =2us/1kf) = 2nF.
Conceptually, what is happening is that the unwanted sudden rise in voltage across the
shunt due to its inductance is integrated away by the RC filter, without affecting the DC
response.

Positive AW °

. 9 +
input * == 2nF
ok T
Negative
; MWW
input %
MWW
10k

Figure 7.13 Compensating the inductance of a shunt.
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Fail Shouid Be Low

Here’s a practical tip that’s obvious after reading—but surprisingly common to see
violated. It is frequently required that a signal be provided indicating a problem with
the converter in the event of failure. (Of course, this assumes that somehow whatever is
monitoring this signal has a way of remaining powered—check that this assumption is
warranted before acquiescing in a “converter fail” requirement!) Since the converter has
failed, there is no guarantee that a signal can be pulled up to indicate failure, so:

Practical Note Fail signals shouid always be low.

If sink capability is needed, a PNP with a base pull-down resistor provides a nice
passive low signal; it has to be actively driven to be high.

Driving That Red LED

In multicard cages, there may be a requirement that a red LED be illuminated to indicate
converter failure. This entails the same dilemma posed by a “converter fail” requirement:
How can an LED be powered when the converter has failed? (This almost, but not quite,
ranks up there with a requirement the author once saw that a signal be sent when the
converter was about to fail!)

The solution diagrammed in Figure 7.14 may be acceptable. As long as the converter
is active, the current to the LED is shunted away from the red LED by the BJT, so the red
LED is off; and the other BJT pulls current through the green LED, and so the green LED
is on. If the converter fails, the red LED turns on and the green LED tumns off. If main
input power fails, both the red LED and the green LED are off. Thus, the status of both the
converter and the input power can be ascertained visually. This is probably the best that can
be done to alert operators in the event of failure.

Vin

—&

Green
)

Red

&

Figure 7.14 Driving signaling LEDs so that
. both converter failure and power input failure
High=0K can be ascertained visually.
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due to increased gate charge losses may be greater than the savings due to the decreased
cenduction loss. To overcome this limitation, certain modern PWM ICs actually reduce
their switching frequency when a light load is detected. Others go into “pulse frequency
modulation” (PFM) in which the transistor is turned on only when the voltage has drooped
to a certain level. Yet others turn off synchronous rectification at low power, running only
on the paralleled schottky.

A final tactic that may yield efficiency improvement in low power converters is
reducing IC current: some ICs take as much as 30mA of current to run, and at low power
this can be a substantial hit on efficiency. In the second example, the loss due to IC current
was one-fourth of the total losses!

THERMAL MANAGEMENT

Thermal management is an important part of many converter designs, and not only for the
obvious reason that things burm up if they get too hot. The effect of temperature on
component life, and thus power supply life, is explored immediately below. Besides, in
consumer applications it may be undesirable to have a supply that is so hot that consumers
can burn their fingers by touching it! Even if thermal management per se isn’t necessary,
your efficiency calculations have depended on knowing the temperature of the various
components, and so being able to calculate temperatures is important to assuring that the
desired efficiency is indeed achieved.

Component Life versus Temperature

The life expectancy of every component in a power supply depends on its temperature: if
the temperature rises, the life expectancy decreases. This relationship directly affects the
field failure rate of your converter, especially if any of the components are being run close
to their maximum rated temperature.

Practical Note As a rule of thumb, the life of a component approximately doubles for
each 20°C drop in temperature. Thus, a capacitor rated at 2000 hours at 105°C will
have a life of approximately

2000h x 2(105°C-25°0)20°C _ 32 000h = 4 years
at 25°C.

The most obvious example of this temperature dependence of operational life, and
the most consistently and damagingly overlooked in power supply design, is the case of
aluminum electrolytic capacitors. As mentioned in Chapter 3, and as the example in the
Practical Note suggests, aluminums have very low life expectancy at their rated
temperature, which rating is often 105°C or even 85°C—remember that 2000 hours is
less than 3 months.
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Practical Note For most power supply applications that call for aluminum electro-
Iytics, you will be using 105°C parts; in most cases these parts should be rated 2000
hours or better yet 5000 hours. Give some serious thought to using tantalums instead!

As a mitigating factor, you should realize that supplies won’t be operated 24 hours a
day at their maximum temperature. If you can estimate the percentages of time spent at
different temperatures, you will get a far more favorable estimate of the capacitor’s life.

How does an aluminum electrolytic manifest that it has reached its end of life? The
author ran a power supply using aluminums at high temperature for a year. Over that year,
the ESR of the capacitors increased, at first slowly, and then rapidly. At the end of the year,
the ESR was so high that the output ripple voltage of the supply was wildly beyond spec.
Thus, running a capacitor beyond its rated life can be expected to result in a power supply
failing spec, and possibly damaging the components it’s supposed to be powering.

Another area of potential concern is the temperature rating of ICs. There are three
temperature grades of ICs: commercial, which is rated from 0°C to 70°C; industrial, rated
from —40°C to 85°C; and military, rated from —55°C to 125°C. Now of course the
manufacturers of the parts don’t make different dice for the differing temperature grades;
the difference is in the packaging (plastic for commercial and industrial, ceramic for
military) and the temperature over which the components are tested, that is, over which
their operation is guaranteed. So operating a commercial part at 90°C probably won’t
cause any operational problem. Your worst-case analysis will be problematic, however, the
MTBF will be bad (as indicated above), and if the part does fail, the manufacturer will be
justified in claiming no responsibility.

A final topic deserving a mention is the temperature of MOSFETs. In the calculation
of efficiency done earlier in this chapter, it was assumed that the MOSFET reached a stable
operating temperature of 60°C, and the losses were calculated based on this temperature.
However, it should be noted that the Rpg o, 0f a MOSFET depends on its temperature, so
that losses are temperature dependent, and of course temperature depends on losses. Thus
a MOSFET can produce enough heat to make its temperature rise, which causes the
resistance to rise, which causes losses to rise, which soon causes the device to exceed its
rated temperature. The end result of such thermal runaway, of course, is failure.

Given all this, it is certainly highly desirable to use parts that are rated for the
temperature theyre going to see. On the other hand, there is a price differential between the
temperature grades—moderate for a change from commercial to industrial temperatures,
but extremely steep for industrial to military. Thus, holding down the overall temperature
in the converter is imperative, not only for maintaining converter life, but also if cost is at
all important.

Modules

Talking about component temperatures, we once again come to converter modules. The
same reasons that drive manufacturers to quote unrealistic efficiencies result in the giving
out of unrealistic estimates of the amount of output power the modules can produce. The
limiting factor in output power is the amount of heat generated inside the module: the two
are of course proportional. The problem is that if you just solder a module to a PC board
and try to draw the rated power out, the module will burn up. Closer inspection of the
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module’s data sheet reveals that the rated power is available only if there is attached to the
module, a heat sink that is larger than the module! So the nice low profile power supply
has suddenly doubled in height, or else you must buy a module that is (apparently) very
overrated for the application, and therefore much more expensive.

MIL-HDBK-217

After all these dire wamnings about the effects of temperature on converter life, how about a
method for calculating MTBF, to see whether your design is going to meet its specified
life? One standard way is to use MIL-HDBK-217 [3]. The U.S. military maintains an
ongoing program on the failure rates of many common components, and the information
gleaned is put into a useful form in this handbook, which is updated periodically (thus the
F in MIL-HDBK-217F indicates the publication’s sixth revision). We’ll first do a quick
sample calculation, and then discuss some of the possible concerns associated with using
217.

MIL-HDBK-217: Example

To give a simple example of the usage of MIL-HDBK-217, let’s suppose that we are trying
to establish the MTBF of a system of three paralleled aluminum electrolytic capacitors.
The table of contents of 217F [3] shows two sections covering aluminums; one covers
“non-established reliability” parts (i.e., commercial parts), and so we use this [3, pp. 10-24
to 10-25].

Examination of Figure 8.7 reveals that A, (in failures per million hours), of an
aluminum electrolytic capacitor is the product of four factors. The first factor, 4y, is the
base failure rate, and it depends on the temperature rating of the capacitor. Let’s suppose
that this is 105°C, so we use the table for 4, (T=105°C Max Rated) in Figure 8.7.
Suppose the average temperature the capacitor is going to see during its life is 60°C.
(Again, it is important to use average temperature, not maximum.) Our reference, 217F,
also needs the “stress” on the capacitor, which it defines as the ratio of operating to rated
voltage: suppose that the capacitor is rated at 5V, and we are applying in steady state 3.5V,
so the stress § = 0.7. (Again, be sure to use average voltage, not maximum.) We then find
that 4, = 0.14.

The next factor is ncy, the capacitance factor. Let’s suppose each capacitor to be
1000pF. Now, 1000pF isn’t listed in the table, so we can use the formula instead:

ey = 0.34C%"8 = 0.34(1000)* " = 1.18 >~ 1.2

Since all the factors in the table for ncy are rounded off to two significant digits, the
implication is that this is the accuracy of the formula.

The third factor, mq, is easy: this is a commercial capacitor, and so it is the lowest
possible quality factor, 10.

Finally, the fourth factor, 7;, is for the environment. All commercial supplies operate
in “ground, benign” conditions, and so ng = Gy = 1.0.

We now find that the failure rate for a single capacitor under these conditions is

Ap = Apmicymgng = 0.14 x 1.2 x 10 x 1.0 = 1.68
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MIL-HDBK-217F

10.14 CAPACITORS, FIXED, ELECTROLYTIC, ALUMINUM

SPECIFICATION STYLE DESCRIPTION
MIL-C-39018 CUR and CU Elecirolytic, Aluminum Oxide, Est. Rel. and Non-Est. Rel.
- i 6
Ap }‘b"cv”QRE Failures/10® Hours
Base Failure Rate - Ay, Base Failure Rate - &
(T = 85°C Max Rated) (T = 125°C Max Rated)
(MIL-C-39018 Style 71) All MIL-C-39018 Styles Excepl 71, 16 and 17)
Stress Stress
TA(C) | 3 .5 7 .9 TA(°C) A .3 .5 7 .9
0 .0095 .011 .019 .035 .084
10 012 015 .024 .046 .084 0 .0055 .0067 011 .021 .038
20 017 .020 .033 062 .11
30 .023 .028 046 .087 16 10 .0065 .0078 013 .024 .044
40 .034 .042 .068 13 .23
50 .054 .065 M .20 .36 20 .0077 .0093 .015 .029 .052
60 .089 1 18 .33 .60
70 16 19 Reh .58 11 30 .0094 .01 .019 .035 .064
80 .29 .35 .58 11 2.0
40 .012 014 .023 .044 .080
S\3 T+273\ 5
= ‘00254[(3) + 1] exp(5-09 ( 358 ) ) 50 015 019 .030 .057 .10
' 60 021 .025 .041 077 14
T = Ambient Temperature (°C} ’
. . 70 .029 .035 0587 1 .20
S = Ratio of Operating to Rated Voltage
Operating voltage is the sum of applied D.C. voltage 80 .042 -050 083 .18 28
and peak A.C. voltage.
90 .064 .077 13 .24 A3
Base Failure Rate - p 100 10 2 20 38
(T = 105°C Max Rated) 110 A7 21 .34 .63
(MIL-C-39018 Styles 16 and 17,
Siress 120 .30 37 .60 11
TACC)| A 3 5 7 9
0 .0070 .0084 014 .026 .047 3
10 .0085 .010 .017 .031 .057 S T+273\ 5
20 011 013 021 .040 072 M= -°°254[(3) + 1]8)@(5»09 ( 398 ) J
30 014 .017 .027 051 .094
40 .019 .022 .037 .069 1
50 026 031 .022 ‘097 . ‘13 T = Ambient Temperature (°C)
60 . .04 . 1 .
70 ggg 273 ?;6 2'; ig S = Ratio ol Operatng to Raied Voltage
1 . .64
gg 225 ;; :1;3 g? 1.? Operating voltage is the sum of apphed D.C volage
100 | .30 36 59 1.1 2.0 and peak A.C. voltage.

T 7s\3 e T+273\ §
Ay - _00254,L(.5) + 1} expLS.Og ( 8 ) )

T = Ambient Temperature {°C)

S = Ralio of Operating to Rated Voltage

Operating voltage is the sum of applied D.C. voltage
and peak A.C. valtage.

Figure 8.7 MIL-HDBK-2I7F reliability data for aluminum electrolytics.

failures per million hours (or 1680 FITs: one FIT = one failure per billion hours). As such

things go, this is pretty high, showing that aluminums are poor components; many

components will have only some tens of FITs. The predicted MTBF for this capacitor is
1,000,000h

1
- = —— = 600,000h
A 1.68 0

MTBF =
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MIL-HDBK-217F

10.14 CAPACITORS, FIXED, ELECTROLYTIC, ALUMINUM

Capacitance Factor - rcy Environment Factor - ne
Capacitance, C (uF) oy Environment g
25 " .40 Gg 1.0
G, 2.0
55 70 i
Gy 12
400 1.0 NS 6.0
1700 1.3 Ny 17
5500 18 Ac 10
14,000 1.9 A 12
A 28
32,000 22 uc
65,000 25 Arw 27
120,000 2.8 Sg 50
Mg 14
cv*" -34C0'm M 38
C 690
Quality Factor - o)
Oualily nQ
S .030
R 10
P .30
M 1.0
Non-Est. Rel. 3.0
Lower 10

Figure 8.7 (Continued)

In our example, we have three of these capacitors in parallel. The total failure rate is
the sum of the failure rates for each component (in a simple model) and so the total failure
rate is 5040 FITs, for an MTBF of 200,000 hours.

What (besides using some other style of capacitor) can be done to improve this
MTBF? The biggest factor in this case is voltage rating. In agreement with the rule of
thumb given above, dropping the temperature from 60°C to 40°C reduces 4, by a factor of
2, from 0.14 to 0.069. As a practical matter, however, it is much easier to go to a higher
voltage capacitor: using a 10V cap reduces the stress from 0.7 to 0.35, reducing 4, from
0.14 to 0.051, almost a factor of 3!

MIL-HDBK-217: Discussion
You should be aware of a potential problem in the use of MIL-HDBK-217. Since the

handbook is designed for use on designs of military equipment, commercial parts are not
always covered in the depth you could wish—practically, you sometimes have to guess
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which of the possible choices most closely matches the part you are actually using, as in
the example above.

You sometimes hear people argue that the MTBFs derived from 217 are too
pessimistic. These people sometimes cite a Bellcore reliability manual as giving far
longer lifetimes. The author’s experience is that 217 gives quite realistic estimates. Just be
careful to verify that when a converter is advertised with an MTBF of such-and-such, the
manufacturer used 217, not something else (such as imagination), and that the calculation
was done using actual stresses, not the “parts count” method, which is based on a count of
the number of components of a certain type that are likely to be used in a design. Parts
count is supposed to be for preliminary estimates of reliability only, not for calculating
MTBEF of a finished design.

In line with the cautions elsewhere in this book, you might also want to be careful
about the use of programs that calculate MTBF from 217 for you. This type of software
can certainly save some drudgery, but how certain are you that the programmers typed in
all the formulas correctly? Before using this software routinely, you would be well advised
to check one calculation by hand for each type of component.

Temperature Calculation

After all this discussion of temperature, it’s time to calculate the temperature of an actual
component. Given a component’s power dissipation and its thermal interfaces, this task is
straightforward. It turns out there is an exact analogy between thermal and electrical
characteristics, as shown in Table 8.3. (Mechanical engineers use many other units, also;
the best plan for electrical engineers is to avoid confusion by converting these other units
to the units shown here.) This analogy directly implies that if you have two thermal
interfaces in series, their thermal resistances add.

EXAMPLE

The IRF620 used in the efficiency calculation in Example Calculation 1 was dissipating 450mW at
60°C. From its data sheet (Figure 8.2), we see that it has a thermal resistance from junction to case
(i.e., from the actual die to the outside of the TO-220 package) of ®@;c =2.5°C/W, and a thermal
resistance from the case to sink (i.e., from the TO-220 package, through thermal compound, to a heat
sink) of 0.5°C/W. Let’s suppose the heat sink has a further thermal resistance of about 40°C/W to
the point where the temperature is held fixed at 45°C. The electrical analogy is a current source of
magnitude 450mA, attached through three series resistors, of resistance 2.5, 0.5, and 40Q,
respectively, to a voltage source of 45V. Clearly, the top of the resistor stack is
45V 4+450mA(2.5Q + 0.5Q + 40Q) = 64V, or 64°C. In this example, the die is only a degree
hotter than the case, but it does not always work out this way.

TABLE 8.3 Correspondence Between Thermal and Electrical Characteristics

Thermal Units Corresponds to Electrical Units
Temperature °C Voltage volts

Heat source watts Current amps
Thermal resistance °C/Watt Resistance ohms
Thermal capacitance joules/°C Capacitance farads

Thermal time constant seconds RC time constant seconds
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The analogy between thermal characteristics and electrical circuits also extends to
thermal capacitance, although it is more usual to find the thermal time constant specified,
or just a graph of thermal impedance as a function of time to be shown.

EXAMPLE

Let’s suppose that the IRF620 was dissipating 10W. Clearly, the die temperature would rise so far that
the device would fail, because 45V + 10A(2.5Q + 0.5Q + 40Q) = 475V or 475°C! However,
suppose instead that the 10W were dissipated for only 100us, after which the power dissipation
returned to 450mW. The curve for thermal response (Figure 8.2) indicates that a 100us single pulse
has a thermal impedance that is one-tenth its steady-state response; we’ll suppose that the rest of the
system has the same equivalent thermal time constant. Thus, at the end of this time, the temperature
has risen to 64V + [10A(2.5Q + 0.5Q + 409)0.1] = 107V or 107°C, which is entirely tolerable for
the device. We can also find the thermal capacitance from this information, if we need to: since the
thermal resistance is 2.5°C/W, the thermal capacitance must be C=(/R=
100ps/(2.5°C/W) = 40ul/°C.

It is for exactly this same reason, namely thermal capacitance, that the pulse power in a
wirewound resistor can be much higher than its steady-state power dissipation, as discussed in
Chapter 3.

Heat Sinks, etc.

The traditional method for getting extra heat out of a device (besides convection; radiation
is usually negligible) is a heat sink (i.e., conduction). The heat sink provides a path in
addition to convection for the heat, analogous to providing a second resistor in parallel
with the first: since this reduces the total resistance, the temperature rise is similarly
reduced.

The cheapest type of heat sink is just a piece of metal, frequently anodized, attached
to the device being heat-sunk by a clip or screw selected from the huge variety of shapes
and sizes available. (Screws are thermally better than clips, because clips have considerable
variation in the amount of pressure they provide; but of course screw attachment requires
an additional component and additional labor.) Because the device being heat-sunk and/or
the heat sink may not be perfectly flat, it is common to apply thermal compound (grease) to
the back of the device before attaching it to the heat sink. This fills in the voids, lowering
the total thermal resistance. However, thermal compound is quite a mess, getting all over
everything, and so its use in production lines tends to be frowned on.

Practical Note If you turn too hard on the screw attaching the component to the heat.
sink, the metal may actually bow (form a shape like an arch), which leaves an air gap
between the device and the heat sink, defeating the heat sink’s purpose. Component
packages usually specify the maximum torque to be applied, and special screwdrivers
are available with calibrated torque, to stop turning the screw when the specified
torque is reached.

The metallic heat sink may need to be electrically isolated from the circuit, since the
heat sink may be connected to ground. for example, to the enclosure. The isolation can be
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accomplished by placing an insulator between the component and the heat sink. The most
common insulator is a rubbery material called Silpad. Another possibility is the use of
mica or beryllium oxide; the latter is often avoided, though, because of concerns about
exposure to toxic beryllium dust if the heat sink were to become powdered. (As long as
you don’t grind the BeQ, it will be just fine.)

Heat sinks can work well for applications such as a TO-220 package. However, there
doesn’t seem to be a good way to attach a heat sink to a surface mount component. This is
a particular concern when one is using surface mount MOSFETs: the dominant form of
heat transfer for these transistors is through their leads, which can seriously limit the
usefulness of the devices in higher power converters. The situation can be somewhat
improved by running a large trace underneath the body of the package; unfortunately,
manufacturers often neglect to specify the thermal resistance from the die to the body of
the package.

If the heat problem in a converter cannot be fixed by means of a heat sink, there are
more complex possibilities, such as a fan or a heat pipe. Not only are such solutions
expensive, however, their effects are often difficult to calculate as well. For example,
knowing a fan’s airflow doesn’t necessarily tell you much about the amount of cooling a
given component will see, because the airflow to that component probably will be partly
blocked by other components. Generally, such possibilities should be left to a mechanical
engineer who has specialized knowledge in this area.

FEA

A final comment can be made about computer programs for evaluating thermal perfor-
mance of a converter. There are specialized programs for doing this, using FEA, finite
element analysis. Essentially, such software (conceptually) breaks up the converter into
small pieces and lets them all interact simultaneously to determine the temperature
distribution in the supply, much as an electrical simulation would deal with a network
of resistors. FEA programs can even do this on a dynamic basis, using thermal
capacitances.

In fact, such a program could also be written using the electrical analogy to thermal
properties to map the model into a SPICE model (or using SABER’s mixed-mode
capabilities directly). It might be interesting to investigate the computational (and
economic) efficiency of such a routine versus the rather expensive thermal programs
typically used.

REFERENCES

|. HEXFET Power MOSFET Designer’s Manual, publication HDM-3, 1993. International
Rectifier, 233 Kansas St., El Segundo, CA 90245.

2. Rectifier Device Data, publication DL151/D, rev. 2, 1995. Motorola, P.O. Box 20912,
Phoenix AZ, 85036.

3. MIL-HDBK-217F, Notice 1, in Military Handbook, Reliability Prediction of Electronic
Equipment, 1992. Rome Laboratory, Griffiss Air Force Base, Rome, NY.



Copyrighted Materials

= a

Coparighi B :Ia."':"!-.HiTn.'-Hf L G Mpinass] o weema Freawl 2m

Practical EMI Control

AN OVERVIEW

O of the nightmares of a power supply engineer 5 bemg assigned o design a supply o a
specification that calls out some EMI Tmats, Thas 15 becanse a commaon timeline in such
COSE I8
Gy ahead and design a supply to meect all the other specs.
After the design has been breadboarded messure the noise and find that its way
outide limits.
Throw some inductors and caps in the front end of it, and find this doesn’t help,
Seek adwice from other engineers, whose sugpestions also don't pan owt.

Hire a consultant, who tells you to fotally re-layout the board and the mechanical
design that has abready been through CAL,

Sound familiar? But whersas some books offer only generalities; this chapler gives some
practical advice that will make compliance really easier,

The first step m the field of EMI is 0 staighien out some terminoksgny, EMT
lelectromagnetic interference) refers o electrical pose from one device or syasern that
causes malfunciion m amother devece ar system; but this term is now wsed genercally to
refier to moise regardbess of whether it causes problems. The exact meaning of “noise™ is
discussed below. Other terms of related or overdappmg significance are EMC {electm-
magnetic compatibility), which describes conditions under which two or mone systerms can
work simultaneousty 0 the presence of cach others nowe; susceptibility, which is a
measure of how much nomse is required 1o upset a given system; and EMV (clectro-
magnciic valnerakality ), which is a pew term that means the same a8 susceptibilin.

There is no end of books about EMI, and it wouldn't be reasonable o try to cover the
whade sihject in one chapier. Instead, we're going 1o concentrabe on EMI as it is generated
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by power supplies, and more particularly, on the practical aspects: where it comes from,
how to measure it, and how to fix it—or, better, avoid it. Two topics we won'’t touch on
except in passing are electromagnetic susceptibility (since the power supply is often the
major source of system noise) and the response and protection of supplies to transients
(since the same actions that are taken to prevent power supply noise from contaminating
the environment to some extent protect the supply from damage by the environment).
Where transients are larger, transient protection may well end up being a separate box from
the power supply. While this chapter makes no claim to being comprehensive, if you
follow the practical rules laid out here, you’ll be far along on the road to meeting even the
most stringent EMI requirements. Noise control need not be a black art!

Radiated and Conducted

Perhaps the most fundamental distinction in types of EMI is that between conducted and
radiated noise: respectively, noise that is carried by conductors and noise that does not rely
on conductors. Note that “radiated” noise is something of a misnomer. Measurements are
usually taken at one or a few meters’ distance from the supply, and at the lower frequencies
this is actually near-field signal, meaning that you are measuring components of the field
that do not propagate energy to infinity (propagating energy to infinity being the definition
of radiation).

Not a lot can be done about radiated noise, and in fact you can do nothing at all
about it once it’s outside the system. So your goals are first to avoid generating it, and then
to ensure that any unavoidable noise doesn’t get outside. You avoid generating radiated
noise by means of the same types of strategy we’ll discuss in detail below to prevent the
generation of excess conducted noise: attaching switching devices to grounded conductors,
pairing cables that leave the box with their returns, and so on. The two tasks are related
because radiated noise has to be radiated from an antenna (read: cables coming into or
going out of the supply); so if there’s no signal along the antenna (no conducted noise),
there won’t be any radiation either.

What to Do About Radiated Noise

What to do about radiated noise once you have it is an interesting problem. The very first
thing to look for, both because it’s the most common problem and because it’s cheapest to
fix, is whether each wire that comes out of the box (both power and signal) is matched with
its return. “Matched” here means that the wire and its return are physically close together
both as they exit the box and as they are routed to their destination or source out of the
EMI chamber. Matching is important because the signal level (noise, in this case) is
directly dependent on the loop area formed by the signal wires; putting them close
together, or better, twisting them together, minimizes this area and thus the noise. What
you absolutely don't want is a single signal wire that routes out to an instrument
somewhere. Rather, give the wire its own ground return, even if the line has no high
frequency signal on it or carries only DC: noise can be picked up on this wire while it’s still
in the box, and then you have a beautiful antenna.

The next cheapest thing to look at for fixing radiated noise is to see whether the box
is adequately sealed. The supply should certainly have some type of metallic container
around the box, if only to have a place to attach ground. No, plastic has no effect
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whatsoever (and won’t serve as a ground, either). Remember that frequency (in hertz) and
wavelength (in meters) are related by the speed of light:

; _ 300,000,000
' f

and considering quarter-wavelength antennas, it’s clear that a 1cm hole will allow signals
of frequency greater than about 600MHz free passage, and will probably allow some
signal out at a tenth of that. The lcm hole doesn’t have to be round for this to be true,
however; a Icm slit (see Figure 9.1) can radiate pretty much the same frequencies as a lcm
diameter hole. The only holes in the box ought to be those where lines are entering or

exiting.
Figure 9.1 A lcm slit will allow passage of I/ \I
signals as low as 60MHz. < 1cm 7

Once you have achieved control of the radiation from the system by enclosing it in
an EMI-tight box, the only source of radiation will be the signal and power lines entering
and exiting the box. Since you’re going to be controlling the conducted noise on the power
lines anyway, this design feature will control their radiation of noise. This leaves only the
signal lines. You may want to consider putting filter pins on the signal lines, starting with
those that carry high speed signals, such as digital clocks. But even static lines may
potentially cause a radiation problem because of pickup onto them inside the box: that is,
as the static lines go through the box toward their exit (or entry) point, various devices
irradiate them, so that they carry noise; then once they exit the box, they are antennas, and
radiate the noise to the outside world. So in many cases, it is advisable to simply save the
hassle by getting a complete filter pin connector.

What Kind of Box Material?

From a practical standpoint, as long as the enclosure around the supply is metal, it doesn’t
matter too much what the material is; because of cost, then, it will almost certainly be
aluminum. When people get into trouble with EMI, sometimes they try something like a
mu metal enclosure. Mu metal shields low frequency magnetic fields; the material is very
expensive and difficult to shape mechanically. Although this approach can be made to
work (for best results, the enclosure should be sandwiched between layers of grounded
aluminum), it shouldn’t be necessary if you pay attention to the signal and power lines.

Practical Note Get the conducted noise under control first, as this will solve 80% of
your radiated noise problem. Pay attention to signal lines. If a consultant recommends
mu metal, don't even think about it; get a new consultant.

Common Mode versus Normal Mode

Concentrating from now on on conducted noise, there are two basic types, common mode
and normal mode (also called differential mode). It’s easy to explain the difference:
Normal mode (see Figure 9.2) is noise that flows in on one power line and returns on the
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other (neutral), whereas common mode (see Figure 9.3) is noise that flows on both the
power lines simultaneously and returns on the ground line.

+Vin
Rtn yZ-
+Vi &
N
7
Rin /J7
Figure 9.2 Normal mode noise flows Figure 9.3 Common mode noise
in on one power line and returns on the flows in on both power lines and

other. returns on ground.

Return versus Ground

“But I thought return and ground were the same thing—the black wire going back to my
power supply.”

Even for your lab supply, return and ground aren’t the same. Every good lab supply
will have a third terminal which is the ground. The supply will have its output isolated
from the AC line, as in Figure 9.4, and ground will be attached to the metallic box in which
the supply is housed. You may then strap the ground and return together at the posts. This
isn’t necessary, though, and it’s not always desirable.

+V
av .
-V Figure 9.4 A lab supply should have its return
/{7 /47 separate from ground.

In an AC system, ground and return are the same only at DC: the national wiring
code requires that they be attached together where power enters the building, which can be
a long way away from your system. When this is the case, ground and return are effectively
isolated from each other at AC frequencies of concern for EMI. Thus it makes sense to talk
about common mode noise as flowing back from the power and neutral to ground. Let’s be
explicit again:

Normal mode current is current flowing from + ¥ to — V' in Figure 9.4; it is what is
normally thought of as delivering power.

Common mode current flows simultaneously through both + ¥ and — V' and returns
on chassis ground; it does not normally deliver power.
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Military versus Commercial Measurements

The final major distinction to address before getting down to practice is what EMI tests
you're trying to meet, which is to say, what kinds of measurements you’re required to
make.

The goal of all measurements of EMI is to ensure that the noise generated by the
supply doesn’t cause malfunction in anybody else’s equipment (radio, garage door,
helicopter navigation system). But military and commercial regulations have ended up
with measurement techniques, and thus noise specifications, that are diametrically
opposite, and this to some extent influences the corrective actions open to you if you
are a noise generator.

To start with military measurements, the controlling document, MIL-STD-461,
requires that the power and return lines be (AC) coupled together with a very high quality
(meaning low ESR) 10pF capacitor for the measurement. You then measure the current
flowing in each line, and the limits are set by the amount of current allowed at each frequency.

In a completely opposite way, commercial measurements [domestic (FCC),
European (VDE), and others] require that the power and return lines be independently
isolated from the power source with a 502 impedance that is more or less constant with
frequency. (The impedance box is called a line impedance stabilization network, or LISN.)
You then measure the voltage on each line, and the limits are set by the amount of voltage
allowed at each frequency.

Even though these standards seem completely different, with military requirements
measuring current and commercial requirements measuring voltage, they are related, as
they must be: the current the military will measure flows through the impedance of the
commercial system to generate the voltage the commercial system will measure. However,
the techniques used for meeting these requirements will also, in a certain sense, be mirror
images, as explained below.

HOW CAN | SEPARATE CM FROM NM?

No doubt you noticed that neither the commercial nor the military measurements said
anything about measuring the ground wire. This is because it is assumed that currents in
the ground are of no practical concern to any system. But since you measure only one line
at a time, the common mode and normal mode noise get mixed together: referring to
Figures 9.2 and 9.3 and considering the power line for a moment, you can see that a
measurement of the noise on this line includes both common mode, which is returning via
ground, and normal mode, which is returning via the return. It is this “partial measure-
ment” that is responsible for EMI’s annoying habit of disappearing at one frequency but
then re-appearing at another. Adding a normal mode filter to reduce normal mode noise
can seemingly increase common mode noise, and vice versa. (A technician once told the
author that EMI resembles a balloon—when you push down in one place it pops up in
another.) Of course, in reality common mode and normal mode are independent, and to
meet specifications, you must be able to control them both.

What’s needed, then, is a way to separately measure common mode and normal
mode, so that adequate filtering can be done for each, independently. This is fortunately
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very easy, especially in a military measurement. To measure common mode current as in
Figure 9.5, you want to measure the current that is flowing simultaneously (in phase)
through both wires. Thus all you need do is place the current probe around both wires with
no twist. To measure normal mode current, you want to measure the current flowing in the
power wire that is flowing out of phase with that flowing in the return, as in Figure 9.6.
Thus you put a foldback in the return wire and measure the current while it’s pointing in
the same direction as the power. [The broken line in Figure 9.6 signifies that that part of the
return line isn’t inside the current probe.]
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Figure 9.6 Measuring the normal mode
Figure 9.5 Measuring the common curent is done with a loop in the wire to
mode current. eliminate the common mode component.

When you’re doing commercial measurements, there’s no such convenient method,
although recently Lee et al. [1] proposed doing something equivalent with transformers
that couple the wires together appropriately. But as indicated above, the current and the
voltage are certainly related to each other, so you can use a method like the one shown for
military limits. Measure the normal and common mode currents with a current probe, just
as presented above. The ratio of common mode to normal mode currents will reflect the
ratio of common mode to normal mode voltage; so by measuring the noise voltages the
commercial way, you will then be able to partition the noise between common and normal
mode, and design filters appropriately.

SIMPLISTIC EXAMPLE

The current for the common mode is measured to be 300pA at 100kHz, and the current for the
normal mode is 3mA at the same frequency. This ratio of normal to common mode is 10: 1. The total
noise voltage is measured on the power line at 100kHz to be 101dBpV = 110,000pV = 110mV.
Presumably, then, 100mV of this comes from normal mode noise, and 10mV from common mode,
because 100mV/10mV = 10:1, and 100mV + 10mV = 110mV, the total.

WHERE DOES THE NOISE COME FROM?

The first step in controlling noise emissions is to understand where the noise comes from:
that is, what generates it and how it gets to the lines being measured. Given knowledge of
the origins of the noise, the first and best control technique will be arranging the circuitry
to prevent noise from escaping to the measurement lines at all; filtering the noise that does
get there is decidedly second best.
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Switching Waveforms

The major source of conducted (and radiated) noise from a switching power supply is, not
surprisingly, the switching. This is not surprising because the switching involves the
highest power in the circuit (and thus highest currents) and highest d¥ /dt, and also has the
highest frequency components in the supply: for example, a MOSFET being switched
from on to off in 50ns has a fundamental at something like 1/50ns = 20MHz, and also
odd harmonics (at 60MHz, 100MHz, etc.). A diode has similar types of spectrum because
we want it to turn on and off as fast as possible also, and for the same reason: fast
switching minimizes power loss.

And in fact, one need only trace through the power path of a converter to see which
clements are likely to be serious noise offenders: the switching transistors and the
rectifying diodes (or synchronous rectifiers). If there is an inductance on the secondary,
the high frequency, high power components of the spectrum won’t conduct through it
(though it will still radiate), so everything after the diodes is less noisy. Moreover, if the
power transformer is designed well, its core material will form a partial shield and so it
won’t generate too much noise either.

Capacitive Coupling

Having identified the major noise sources (see Figure 9.7), let’s think about what can be
done to reduce their generation of noise. We said that the high speed switching is desirable
because it keeps down losses, and we don’t want to do anything that might hurt the
converter’s efficiency.

The realization that the noise mechanism is the high speed switching of power
perhaps brings to mind the idea of resonant conversion, since the switching in such a
supply is by definition done at low power. (The current or voltage across either the FET or
diode or both is zero when the switching occurs.) The possibility may seem tempting, but
overall the disadvantages of resonant converters outlined in Chapter 2 outweigh the noise
reduction benefit gained. Many types of resonant converter also change switching
frequency with line and load, causing changes in the noise spectrum. This can make it
harder to filter these converters than it would have been if you had stuck to a fixed-

T

_N —_Y Y

Major noise
sources

Figure 9.7 Major noise sources in a switching power supply.



206

Chap. 9 H Practical EMI Control

frequency, hard-switching converter. The practical aspect remains the same: avoid resonant
converters. However, the same arguments show that the best of both worlds may be
attainable by using a quasi-resonant converter, which retains zero switching, but with a
fixed harmonic spectrum.

Nonetheless, acceptable noise performance can be achieved even with very high
speed hard switching by considering the mechanisms whereby the switching noise gets out
to the world and its measurement lines. The most obvious is that the current is pulled from
the input line by the converter at the switching frequency. Aside from choosing a topology
that has continuous conduction rather than discontinuous (which decreases edge ampli-
tudes), filtering is the only option, as discussed shortly. A less obvious, but still potentially
very serious mechanism for noise conduction is capacitive coupling of the switching
waveforms onto ground. The conduction paths are shown in Figure 9.8.

—
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Figure 9.8 Transistors and diodes can couple common mode noise through their body
capacitance.

Power switching devices are typically mounted to the case of the power supply for
heat sinking; this case is grounded. Since there is a small distance (e.g., the thickness of
the MOSFETs case) between the actual die and the case, and a large area, there is a
significant capacitance between the two, which will conduct high frequency signals to
ground. The signals then return through the power and return lines, which is to say it is
common mode noise.

Instead of filtering this signal, a better tactic is to reduce the coupling—that is,
reduce the capacitance to ground. The area of this capacitance is fixed by package size, but
the distance can be increased. The trick is to use a thermally conductive insulator between
the case of the device and the power supply case, preferably one with a low dielectric
constant. Typical choices are silicone-based plastics and beryllium oxide. This reduction in
capacitance can mean very substantial benefits in reduced common mode noise filtering. In
addition, for isolated supplies, it can cut down on noise transmitted between secondary and
primary through the two series capacitors, the path in question being diode to case, then
case to FET.
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CONCEPTS OF LAYOUT

Having been discussing the origin of conducted noise on the power lines, let’s turn to
another aspect of noise generation control, namely, the placement and routing of
components and traces to prevent noise from upsetting the operation of the circuitry in
the power supply. Such an upset can be a very serious problem; in the worst case, supplies
won’t work at all because of noise. We’ll get to filtering shortly.

Signal Ground versus Power Ground

A signal ground is, by definition, a ground trace that carries low currents; a power ground
is a trace that carries high currents. This isn’t exactly what you'd call a quantitative pair of
definitions, but in practice the concepts usually are clear enough: the ground from the
resistor that generates the timing signal from a PWM IC is a signal, the source of a power
MOSFET is attached to power ground, and so on.

Maintaining separate signal and power grounds is essential to good operation of a
power supply at all stages of the design. It will save endless trouble in your breadboards,
and will make the difference between a good PC board and one that requires endless
troubleshooting with noise filtering of signals. The reason becomes clear from a
consideration of Figure 9.9.

Any trace (or wire, or even ground plane) has some resistance and inductance.

Practical Note The resistance of a trace is approximately given by the formula:

length

R =0.5mQ width

10z. copper

at room temperature. Two-ounce copper is half this, etc.

If a high current passes through the trace, there is a voltage drop across it because of
its resistance; if the current is high frequency, there is additional voltage due to the
inductance. If this high current passes through the same trace that is being used to ground a
signal component, the signal component doesn’t see the proper ground; rather, it is

'_] High current imi
I at high frequency st

H

Figure 9.9 Power paths can upset signal Trace resistance
grounds because of trace impedance. and inductance
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elevated off ground by IR+ L(dI/df). Potentially even worse, the high frequency
component elevates the signal component’s ground periodically, and quite possibly even
synchronously with the signal that the component is supposed to be processing! This is a
prescription for disaster. The solution is to create separate grounds for signals and power
and attach them together at a single point, preferably at a bypass capacitor at the power
entry point (see Figure 9.10). This configuration is known as a star ground.

Power Signal
components components
1 n
Power Signal
ground =t ground
k3 i
Main bypass
capacitor

Figure 9.10 Power ground must be separate from signal ground; only at the power
entryway can the two grounds be tied together.

Practical Note Create these separate grounds on both breadboards and PC boards.
Do it religiously! As a practical matter, anything above about 100mA can be
considered to be power. It is re-emphasized that the two grounds are to be attached
together only at a single point. Otherwise there can be ground loops, which defeat the
whole purpose.

Figure 9.11 is a picture of how not to lay out physical traces (i.e., with multiple paths
for the ground currents).

Figure 9.11 DON’T lay out a PCB like this.

Retumn currents have more than one way of

returning to the point on the left. In this physical
Trace picture, bold lines are traces.
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If you feel the need for additional copper for the power ground, thicken the traces
instead of trying to run multiple traces all over the place. The correct way corresponding to
our bad example is shown in Figure 9.12, where the bypass capacitors are located at the
junction at the far left.

Figure 9.12 The right way to lay out a PCB:
connect all the power returns together before
attaching them to the main return trace. Return
currenis have only a single path to return to the
point on the lefi. Trace

In the (presently unusual) case in which there is substantial high speed digital
circuitry on the power supply, it would certainly be worthwhile to consider a third, digital,
ground system separate from analog signal and power ground, again attached to the others
only at one point.

Grounding a High Current Driver; Ground Islands

A special case of needing a separate ground is nevertheless so common that it warrants
mention here: the MOSFET gate driver. A gate driver works by pulling from its bypass
caps current that it then delivers to the gate—source capacitance of a MOSFET. When the
MOSFET is tuned off, that gate capacitance is discharged, and the charge returned to
ground. In the full cycle, there are two very fast pulses of high current (as high as 6A on
some devices). The object of the layout is to ensure that these fast pulses are not seen by
the rest of the board, which should only see the (much lower) average current. Figure 9.13
shows a highly recommended [ayout for this type of device. You can think of this as
creating a little “island” of ground just for this current path. The current from the FET’s
gate is returned preferentially to the capacitors, preventing the high fast currents from
flowing into the rest of the ground plane, which would cause upsets. Of course the drain
current passes through to the source and then to the main ground trace. This arrangement

+
<

. Ve
_]i Gate (), 'J
100nFT4.7uF driver Y f_‘_l

Gnd
Figure 9.13 Creating a ground island for a l

gate driver ensures that gate currents won’t I
upset the ground.

——
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is called an “island™ because on a PC board these grounds are all large traces connected by
a thin neck to the rest of the ground plane: (see Figure 9.14).

Rest of ground plane

Figure 9.14 How to lay out a ground island on 2 PCB ground plane.

What If the Device Has a Signal Input But No Signal Ground?

Some of the best gate drivers have multiple pins for power ground (which is good) but
neglect to have a separate pin for the ground of the signal that is driving the device (which
is bad). In this case, it is still desirable to use both ground pins for the power ground, and
let the signal take its chances with ground bounce (it usually has TTL noise margin). As
long as the connection to the rest of the ground plane isn’t too far away, this arrangement
seems to work. If ground bounce becomes a real problem, you may have to select a
different gate driver. (The qualifier “best™ above is to be understood in the sense of gate
drivers having the highest drive current.)

Where to Put the Current Transformer

As long as we're talking about gate currents, it is useful to point out that the high current
also may affect the current transformer if positioned improperly. Based on the analogy with
a current sense resistor, the natural place to put a current sense transformer is in the source
of a MOSFET (see Figure 9.15). However, this means that the gate turn-on current (which,
remember, can be as much as 6A) also passes through the current sense transformer. Even
for high power converters, this can be a significant fraction of the switching current you are
trying to measure; for lower power converters, it can be the largest component of the
signal. As a result, either the signal is corrupted by this irrelevant current pulse from the
gate or it has to be so heavily filtered that the signal you want to measure gets filtered out
as well. Whether the signal is then used for current mode control, or just a pulse-by-pulse
current limit, the result is bad.

The way around this set of problems is to put the current sense transformer’s primary
in the drain of the FET, where it sees only the MOSFET’s drain—source current, not the
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° o
Current sense
transformer
Figure 9.15 It seems natural to put a current
sense transformer in the source of the power
= MOSFET.

gate-source current associated with the gate capacitance (see Figure 9.16). This design has
no deleterious effects, either on the current signal (since it is after all transformer-isolated),
or on the operation of the converter (since the primary inductance, which is usually single
turn, is negligible). The current sense transformer could even go between the main
transformer primary and the power bus, as long as it comes after the main input cap.

Main transformer
primary
o o
Current sense
transformer
l—-
Figure 9.16 To avoid measuring gate current,
place a current sense transformer in the

MOSFET drain.

Feedback Lines

While we’re on the subject of positioning components, a few practical tips on feedhack
layout are in order. The two usual feedbacks are those for voltage and current, and the
practical tips here apply to both.

When you build a breadboard, there are usually components every which way, and a
mess of wires all over, quite possibly mixing power and signal lines. And while the
converter has been compensated to have 45° of phase margin, if the noise pickup is too
great onto either the current feedback or the voltage feedback, there may still be, if not
instability, at least considerable duty cycle jitter.
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Practical Note When one is building a breadboard, it can be helpful to use a twisted
pair of wires for the feedback lines, to reduce the noise pickup onto these critical lines.
Shielding the twisted pair is rarely necessary, but if shielding is required, ground the
shield on the signal end only; leave the power end floating. (The power end for a
voltage feedback line refers to the output voltage node. For a current feedback line, it
refers to the secondary of the current sense transformer.) It is also desirable to have
any small-signal components close to the PWM rather than located at the output.
For example, if there is a voltage divider for feeding back the output voltage, locate
these resistors close to the PWM, not the output, and run the twisted pair from the
output voltage; don't try to put the divider close to the output, and then use the twisted
pair.

The reason for the injunction with respect to voltage divider placement is that a low
impedance source, such as the converter output, is more noise resistant than a high
impedance source such as a 10kQQ resistor.

When you go to a PC board, of course you can’t use twisted pair anymore, but you
can still try to run the trace containing the feedback signal in parallel (i.e., on top or
bottom) with a ground trace, or even better, with a ground trace both on top and on bottom
(in a multilayer PCB).

One more trick works for both breadboards and PCBs. Try terminating the twisted
pair or trace for a voltage sense line with a 100nF capacitor. Yes, from a schematic
viewpoint the capacitor is just in parallel with the output caps already present. From a
noise viewpoint though, those output caps don’t help: they're in the wrong place. A cap
right at the termination filters noise very nicely, on the other hand, and obviously has no
effect on the loop.

Further Layout Tips

All the foregoing layout tips have been variations on the same theme: power and signal
must be kept separate! In line with this restriction, a few additional specifics may be in
order. When laying out the power stage of a converter, it is important to keep all the power
components physically as close together as possible. Not only is this good for efficiency
(by reducing trace resistance), it also minimizes loop area for radiating noise onto signal
lines.

This rule is of the greatest importance in designing the conection between the gate
driver and the MOSFET gate. Specifically, make the connection as short as possible. It is
probably worthwhile to orient the IC so that its output pin faces the transistor’s gate pin.
And DO NOT connect the two together through any vias—this shortcut risks contamina-
tion of other planes! '

LOW FREQUENCY FILTERING
The Basics
Now we're ready to find out what to do with the noise that’s still there after you've done

your best with layout and the physical aspect of design. The subject of filtering divides
itself rather naturally into two parts, low frequency filtering and high frequency filtering.
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Figure 9.17 A commercial supply should be -
filtered with a two-pole filter’s capacitor facing

the LISNs.

Low frequency filtering is what can be done with discrete, lumped components, such as
discrete capacitors and inductors; high frequency filtering is everything else, and into
which we lump filter beads, feedthrough caps, etc.

Filtering consists basically of presenting a high impedance to the signal in the path
you want to keep free of noise, and a low impedance on the path you do want the noise to
travel.

Normal Mode Filters

Low frequency filtering comes in two parts, normal mode filtering and common mode
filtering. Following the discussion above, normal mode filtering tries to reduce noise on the
power line that returns on the return line. Remember that this means noise on the power
line that exits the box and returns on the return line. So the tactic for filtering is to shunt the
noise on the power line to the return line before it leaves the box, thus ensuring that it will
return without having been measured. This amounts to putting an inductance in line with
the power line, to block it from getting out, and at the same time providing a capacitor
from the power to the return line to provide a low impedance path for the noise to go
through instead.

Commercial versus Military

Now although the preceding discussion on commercial versus military filtering indicated
that the two conventions are closely related, their difference shows up here, when a low
frequency normal mode filter has to be designed. The question is whether (looking from
the power supply out toward the power source) to design a filter that first has a capacitor
and then an inductor, or one that has first an inductor and then a capacitor. The commercial
measurement has a (relatively) high impedance source (50Q) and measures voltage; thus
we can use this source as a block for the noise, and it is advantageous to use first an
inductor and then a cap, as illustrated in Figure 9.17.

In some situations, the noise may be so low that the inductor is unnecessary; the
capacitor forms a voltage divider with the 50 that is small enough to divert away most of
the noise. Remember, though, that for this circuit to work, the ESR of the capacitor is
critical. Either a multilayer ceramic or a metallized plastic capacitor might be tried for this
application.

Power supply

:
parEy
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For a military measurement, conversely, the source is a low impedance source
(10pF) and measures current; we thus need to block current from getting to this low
impedance, and the filter should be first a cap and then an inductor (see Figure 9.18).

In this case (unlike the commercial case) the capacitor is doubtless already there in
the form of a large electrolytic. With this bulk cap, however, it is advisable to parallel a
ceramic |1pF or 100nF cap (or both—a 1pF capacitor loses its effectiveness around 1MHz,
whereas a 100nF device continues working up to about 10MHz). This measure is advised
to counter the effects of the poor high frequency characteristics of the large cap.

Figure 9.18 A military supply should be

i

10pF % Power supply filtered with the two pole filter's inductor facing

the source cap.

Selecting the Values

Selecting the values for the L and C is relatively straightforward. You already know from
measurement the unfiltered spectrum, and we know that the two-pole filter we are
designing is going to roll off the noise at 40dB/decade. So here is the procedure for
deciding the position for the filter to start rolling off.

Practical Note Find the lowest frequency component that is out of spec (preferably
of the normal mode measurement, rather than the specification measurement that
combines normal and common mode, as discussed above). Suppose, for example,
that it is out of spec by 20dB = 10 at 100kHz. The filter that would bring this into spec
would start at a freugency of 100kHz/+/10 = 30kHz (square root because it's two
poles). Now, on top of (a copy of) the noise measurement, draw a straight line,
starting at this frequency (30kHz here) and rolling off 40dB/decade. If none of the
other peaks are above this line (and frequently they won't be), you're done: you need
a filter with an LC resonant frequency of 30kHz. If one or more of the other peaks are
above the line, repeat the whole calculation with the lowest frequency peak until you
have a frequency that guarantees that all the noise peaks are below it. [It is interesting
to observe that the noise specifications typically roll off at 30dB/decade, which is
between one and two poles.]

With the frequency for the LC filter determined, one more parameter still needs to be
determined to calculate the magnitudes of the components. In a general sort of way,
inductors are more expensive than capacitors, both in cost and in power loss (since they
have series resistance). So the preference is to use more capacitance and less inductance. A
practical recommendation is given in the section below entitled Optimal Filtering.

Common Mode Fiiters

Common mode filters are easier to design than the normal mode variety because the
former have fewer available choices. A common mode filter consists of common mode
capacitors (called “Y caps” in the commercial world; “X caps™ are normal mode) and a
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balun (the word comes from “balanced—unbalanced transformer”) or a common mode
inductor: see Figure 9.19. The common mode caps shunt current on both lines to ground,
and the balun (note the polarity dots) presents a balanced impedance—that is, the same
impedance on both the power and return lines, which constitutes a high impedance path for
common mode noise. (The Z shape shown on the balun is standard, as is the set of two

dots, although you will generally see just one or the other.)
r)ﬂ Power supply
1

Figure 9.19 A common mode filter consists of .
a balun and capacitors to ground. YY"

Selecting the Values

The common mode case is quite the opposite of the normal mode case with respect to
selecting components: here, the capacitors are more expensive than the inductor. The
reason is twofold. First, the capacitors go to ground and must be rated to take a transient
that may be 3kV or even 6kV, making them quite large. Furthermore, there are strict safety
limits on the amount of current allowed to flow to ground, which limits the maximum size
of common mode capacitance that can be used, typically to a few nanofarads. Thus, you
select the maximum allowable capacitance and then use the same technique sketched
above to determine where the LC needs to be; this procedure uniquely determines the
balun’s inductance value.

Practical Note Don't panic if you calculate that a large value is required for the
common mode inductance. Baluns carry the same current in both windings, and so,
ideally, see no net current. They can thus have a large number of turns without
saturating the core.

Furthermore, when calculating the inductance required, remember that the two
capacitors are in parallel (doubling the net value) for purposes of common mode noise; and
the individual windings of the balun are in series. Thus you have double the number of
turns, which is four times the inductance. This gives you an extra factor of 8 noise
suppression for free (see Figure 9.20). The capacitance in Figure 9.20 equals 9.4nF, and
the inductance is 4mH, giving a cutoff frequency of 26kHz!

1mH
Yyt .
']:1 4.7nfF
Figure 9.20 The windings of the balun are in series 4.7nF
and the capacitances are in parallel for the common 2 rYyYn I

mode noise. 1mH
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Caps and Inductors and Their Limits

Capacitors have limitations in their frequency response, and this translates into limitations
on their usefulness for EMI filtering. Electrolytic capacitors have relatively large ESR,
which means that above the RC frequency, they look resistive and no longer are a pole. For
example, a 100uF cap with 100mQ ESR becomes resistive at about 16kHz. It is thus of no
use for EMT control.

In practice, ceramic or plastic capacitors are always used for EMI. Even these have
their limitations, though, because of lead inductance.

Practical Note 1pF caps are good only up to about 1MHz. Above this, use a 100nF
cap, which in turn is good only up to about 10MHz. it may thus actually make sense to
have a 1uF, a 100nF, and a 10nF all in parallel for noise suppression.

Inductors have limitations too. (Their winding resistance, though bad for power
consumption, is too small to be significant at noise frequencies.) The most important
limitation is distributed capacitance, which may be thought of as occurring in parallel with
the inductor. Above a certain frequency, the capacitance is lower impedance that the
inductance, and so the inductor no longer blocks noise above this frequency in the way that
might be naively expected.

EXAMPLE

Suppose that a 1mH inductor has a capacitance of 100pF. Then its impedance will stop increasing
above 500kHz, and will actually start decreasing. Of course, a smaller inductance also has a lower
capacitance, and thus a higher frequency.

It might thus make sense to have two inductors in series, rather than a single larger
inductor, which would put the inductances in series (in¢reasing inductance) and the
capacitances in series (decreasing capacitance). Inductors are so expensive, however, that
this is never done in practice.

MOVs Have Capacitance

Here’s a freebie! Many, if not most, designs will require an MOV on the power lines to deal
with transients. An MOV has a small capacitance and so can be used as part of the filter.
This is also a caution to those who put MOVs from power and return to ground: the MOVs
capacitance adds to the leakage current, so the size of the Y caps must be suitably reduced.

Two for the Price of One

Now here’s a good idea. You can build both a normal mode inductor and a balun into a
single magnetic device, saving the price and space of an extra device. This is done in a way
that is straightforward to describe but requires care in design. You wind up a balun, using,
let’s say, 47 turns on each side; then on the power line side, you add one extra turn. The
device is still a balun, but now it also has a series inductance, equal in magnitude to
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(48% — 47%)4,, tar larger than a single turn on the same core. The catch is that now the core
has to support a flux density, and you have to check to be sure that it won’t saturate at
maximum current.

You Can’t Get 100dB Attenuation!

You’ve no doubt noticed that the discussion of low frequency filters only talked about two-
pole filters, not higher order filters with more than one capacitor or inductor or both. There
are reasons for this. First, such filters are much harder to design; indeed, there are people
who make a career of designing them. Another reason, at least for commercial designs, is
that a higher order filter requires another inductor, and this often means unaffordability.

The most basic reason, though, is that except in special circumstances, such filters
shouldn’t be necessary. Four-pole roll-off is pretty fast already, and if you require six poles,
something is probably wrong.

Practical Note If your calculations indicate a need for more than about 60—80dB of
attenuation in the low frequency regime, you had better go back and work on your
layout. Another possible way to reduce the filter requirements is to increase the
switching frequency.

Here’s another point along the same lines. We’ve already mentioned that components
have imperfections which limit their performance. Additionally, layout on real boards
entails leakage paths and cross talk between traces. The bottom line is the same as in the
practical tip above: you can’t get 100dB of attenuation. 1f you think you need it, try again.

It’s possible to get somewhat more attenuation using a commercially available filter
than building your own, primarily because the commercial device has paid very close
attention to avoiding cross talk in the layout, and typically has enclosed the filter in a
metallic box. Of course, you can achieve the same results by building your own with the
same techniques, and at far less cost.

HIGH FREQUENCY FILTERING

High frequency filtering comes into play at frequencies where lumped components start
having imperfections that make them poor filters. A “high” frequency might start at
10MHz. From this frequency up to maybe a couple of hundred megahertz, there are still
components that can be added to help the spectrum; above this frequency, all you can do is
seal the power supply enclosure better.

Where Should | Use Beads?

Ferrite beads have excellent high frequency characteristics, with impedance continuing to
increase even above 100MHz. Unfortunately, they are also very easy to saturate with just a
little DC current—a parameter some manufacturers don’t even bother to specify. So for the
most part, a bead is pretty useless for input noise filtering.
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As a sidelight, you may see a design that uses a bead on the gate (or drain) of a
MOSFET. On the gate, this is a really bad idea: the reduction in noise is caused by a
reduction in the FET switching speed, which directly translates into power loss. On the
drain, it is typically ineffective, again because it saturates at a low current. If the idea is to
block current flow for a few tens of nanoseconds (such as in synchronous rectification) and
then let it saturate so that it doesn’t add inductance to the power path, however, a bead on
the drain may have a use. Even then, though. the power stored in the bead has to be
dissipated or otherwise dealt with each cycle, just like leakage inductance in the main
power transformer.

Feedthroughs

Feedthrough caps and filter pins are roughly the same, though pins are typically used for
signals and feedthrough caps for power. They are very high quality capacitors, effective
out to hundreds of megahertz, occasionally with tiny inductances that can take as much as
10A, depending on size. They begin providing filtering at about 10MHz, unless you get a
large one, which may have some modest attenuation as low as 1 MHz. Note, though, that
their attenuation is typically rated in a 50Q system, which gives almost no clue to what it
might do in a military measurement.

In many cases you can get by without a great deal of feedthrough capacitance. This
is because at the high frequencies at which the feedthroughs work, the power cable leading
up to the power supply box has very significant impedance: about 1pH, which at I0OMHz is
60%, for a meter of wire. Since all these numbers are quite dependent on details of physical
layout, there are no rules for how to filter the high frequencies: you try a filter, and if it
doesn’t work, you try a bigger one. Sorry.

SOME OTHER TOPICS
Noise Estimation

The amount of noise a converter will generate can be estimated before the device is built.
For example, a buck converter draws current in rectangular pulses. This pulse train can be
decomposed into its spectral (frequency) components. Each such component can then be
divided up between the input capacitors and the source impedance. The resultant currents
in the source (for military; multiply by the impedance to get the voltages for commercial)
can then be compared with the spec limits to design a filter as detailed above.

EXAMPLE

Suppose you have a buck converter with 5V input and 2.5V output, so that it conveniently has 50%
duty cycle. Suppose the input current is conveniently 0.5A. Since the input is a square wave, the peak
current is | A. We can easily look up in a math book [2] that a square wave has spectral components
at odd multiples of the fundamental, with amplitude inversely proportional to the multiple. For our
case, let’s suppose the switching frequency is 100kHz, so we have 4/n amps at 100kHz, 4/37 at
300kHz, 4/5n at 500kHz, etc. If we have an input cap of 1000pF, the 10uF source-impedance cap for
the military measurement will source about 1/100 of the current, that is, 4/100% amps at 100kHz,
4/300m at 300kHz, etc. For the higher frequencies, the rise and fall times of the current waveform
dominate. Suppose that the rise and fall times are both 100ns. These will generate spectral
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components at odd multiples of 1/100ns, (i.e., 10MHz, 30MHz, etc.) and the resultant currents can
be estimated if some knowledge is available about trace inductances. A filter can now be designed
using these various estimates.

The trouble with this procedure, despite its seeming utility, is that in practice it is
common to add 20dB to the estimates to ensure that the filter produced will really work.
This doesn’t seem like much until you remember we are talking about /0 times the size of
the inductor or the capacitor! The trouble is that even for the low frequency components,
there are numerous “sneak paths” that add in to the actually measured current. The high

~ frequency components have so many capacitively coupled paths (and radiated paths, too)
that your estimate is likely to be wildly wrong. Estimating using a simulator has, of course,
exactly the same problems.

Practical Note Estimating noise is unlikely to get you to a reasonable filter design.
The only thing that works is a measurement on real hardware.

Optimal Filtering

The question of how to select the L and C values of a low frequency filter was not fully
answered above, in that the pole frequency was found in terms of the required attenuation
but actual values were not determined. Subject to stability criteria, though (discussed in the
next subsection), the best possible selection of component values can be based on
optimizing the cost, or volume, or some other parameter of the filter. This is covered in
an article by the author, which, as it is now hard to get, is reproduced here.

OPTIMAL MILITARY EMI-FILTER DESIGN*

Military power supplies must comply with conducted emi limits specified in MIL-STD-
461. This standard calls for measuring, across a wide band of frequencies, the noise current
flowing into a 10uF capacitor. This is often done by installing a filter, measuring the
current, installing another filter of similar design, remeasuring the current, installing still
another filter and repeating the process until the emi limits are met. This method is not only
inefficient, but can also result in a filter that is substantially larger, heavier, and more costly
than it need be. By making suitable measurements of the noise source, however, it is
possible to design a filter that works the first time and that occupies the minimum possible
volume.

A DC input power supply with a single ground (nonisolated secondary) typically has
two main sources of conducted noise: the switching transistor(s) and the output rectifiers.
These two sources are, in turn, associated with two main frequencies: the basic switching
frequency of the converter and the inverse of the transition times. The transition times for
the switching transistors are the rise or fall times; for the diodes, the reverse recovery

* This article appeared originally in Powertechnics Magazine (April 1989, pp. 47-48).
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times. There is also some noise generated as the result of ringing in various parasitic circuit
elements, but the contributions from these sources is minimal.

A Thevenin source is characterized by its open-circuit voltage and short-circuit
current, the two being divided to yield the Thevenin impedance. The Thevenin equivalent
open-circuit voltage of the power supply [V ()] is a function of frequency. It can be
measured using a high impedance connected in series with either the high or low power
line, as shown in Figure 1. A spectrum analyzer is used to measure the frequency spectrum
of the voltage existing betwen the line and chassis ground. Note that the voltage
measurement is referenced to the chassis and not the return line. This is because MIL-
STD-461 requires that the 10uF capacitor in which the noise current is measured be
referenced to the chassis, as shown in Figure 2.

power
supply

Figure 1 Measurement of open-circuit noise
voltage.

&> current probe
power | 1 your
supply ,L:eramic

l Figure 2 Measurement of open-circuit noise
current.

The capacitor used to measure short-circuit noise current [/(w)] should exhibit a
very low impedance at the noise frequencies of interest. A multilayer ceramic (MLC)
capacitor is well suited to this application. This capacitor must be connected as close to the
supply as possible, since even a few inches of wire presents significant inductive reactance
at the frequencies being measured. With the capacitor in place, the short-circuit current can
be measured with a spectrum analyzer using a current probe enveloping the wire lead to
the capacitor. The Thevenin equivalent impedance at any frequency can then be calculated
by dividing the equivalent open-circuit voltage by short-circuit current at the frequency of
interest.

With the noise source characterized, the filter can be modeled. As shown in Figure 3,
the basis of the filter is a discrete two-pole LC ladder (C and U), the values of which are
such that the filter provides the required attenuation in the minimum volume. Also present
in the filter model are an additional capacitance and inductance (C1 and L) representing a
high frequency filter that attenuates noise in the spectrum at which the parasitic elements
of the discrete filter give it poor performance. In addition, there is an inductance (L1)
representing the one-meter wire required by MIL-STD-461 to connect the power supply to
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Current
probe

2Z(w) U
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Figure 3 Model of complete emi filter

the 10uF capacitor (C2). This wire has an inductance of about 1uH. In parallel with the
filter is an impedance (Z1) representing all other paths for the noise.

Calculating Attenuation The calculation of how much current will be measured by
the probe [({j(w)] is straightforward. For example, if the shunt impedance is infinite and
the 10pF MLC capacitor approximates a short circuit, the current will be:

Voc(®)
at+b+Z+c+owlU

Ip(w) = 4}

where w=2nf
a=w(L+LY1)
b= Zw*(L+L1)C+Cl)
c=w’(L+L1)C+CNHU

A filter slug has already been chosen on the basis of current-carrying capability and
high frequency rejection; thus L and C1 are approximately known. The inductance of the
one-meter wire represented by L1 can be measured directly. The value of C2 is set by MIL-
STD-461 to be 10pF. MIL-STD-461 also sets the maximum value of Iy(w) that can be
allowed to flow at each frequency within emi spectrum. This means that the value of Ij(w)
is known at the switching frequency and its harmonics, the frequencies at which the
greatest attenuation will be required. Similarly, ¥(w) and Z(w) are also known at these
frequencies. Note that if Z1 is not infinite, it can be measured. Consequently, the equation
can be solved for U and C at these frequencies.

Minimizing Volume Clearly, there will be one frequency at which the equations
relating U and C represent the worst-case condition; that is, the condition at which
maximum filtering is required to bring the value of /;(«) within the limit set by MIL-STD-
461. Depending on the topology, this is typically the fundamental or one of the first
harmonics.

A second equation is required to determine the total volume of the filter. The
inductors’ size roughly tracks the maximum energy that can be stored. Typically the
inductor in a DC bus filter is wound on a molypermalloy-powder (MPP) toroid, which
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permits high currents to be carried before the core saturates. Allowing inductance to fall by
a maximum of 20%, the volume can be roughly estimated as:

@)

where the current is the maximum current the inductor must carry and still provide
filtering.

Similarly, a ceramic capacitor’s size also roughly tracks the maximum energy that
can stored. The volume of, for example, a 1pF, SOV type CKR06 ceramic capacitor can be
approximated as:

3in}

FV 3)
where the voltage is the maximum voltage the capacitor will have to withstand. These
calculations are, however, fairly rough because of the discrete nature of the components;
one cannot get an arbitrary-voltage capacitor, not an arbitrary-size core. Because of this,
the component values yielded by the calculations must be rounded up to the values of the
real-world components.

The total volume occupied by the filter is essentially equal to the sum of the volumes
of the capacitor C and the inductor U. Equation 1 provides a relationship between U and C
and, as a result, total volume can be expressed in terms of just one variable. Thus, total
volume can be determined by taking the derivative of the volume with respect to this
variable and setting it equal to zero. This yields a quadratic equation that can be solved for
the variable selected with the result then being used to solve equation | for the other
variable. Once the optimal filter component values have been determined, the inductor can
be designed using standard practices with the capacitor value rounded up to the nearest
available standard value.

A simulation of the filter is highly recommended to make sure there are no
resonances at frequencies close to the switching frequency or its harmonics. This is
important because the reactances involved have relatively high Qs, which can boost the
noise at the resonance above the maximum allowable level. If resonances are close to
critical frequencies, they can be shifted by increasing the value of the offending
component(s). This not only moves the resonance to a spectral region of background
noise where it does no harm, it also maintains the quality of the filter at other frequencies
by increasing attentuation.

Vol ~

Converter Stability versus EMI Fiitering

In filter design there are limits (though usually not practical limits) to how large the
inductor can be, and how small the capacitor. As follows from the discussion in Chapter 6,
on stability, if the source impedance the converter sees is too high, the system may
oscillate, and this is true whether the source is a filter or another converter. Middlebrook's
criterion is the plan that the output impedance of the filter should be at least 20dB lower
than the input impedance of the converter. Clearly this satisfies the rule of thumb given in
Chapter 6 about stability; but it is not a necessary condition, only a sufficient one. The real
criterion for system stability is the same as that given in Chapter 6:

The phase margins of the system consisting of the filter
and the converter must be positive.
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Practical Worst-Case
Analysis

INTRODUCTION
The Purpose of Worst-Case Analysis

I all you had to do was build a singhe supply that would operate on your lab bench for o
couple of howrs, you could get a system running and forget it. In reality, of course, your
bresdboard is 8 protetype for hundreds or thouzands or even millions of supplies, every
ore of which ideally would operate over @ range of temperatures and power sources and
loads, would meet the specifications regardless of component tolerances, and would
continue doing =0 for many years. The purpose of worst-case analysis (WICA ) 15 fo ensurne
that your design is robuat—that is, even if all the varying conditions mentoned above
occul in o single supply, the supply would operate within specifications over its lifetime.

Given this stafement of purpose, it is obvious thal WOA 15 an essenbial siep
design, and time and budget mast be sllocated for each design that is intended to reach
prodection. Since this sep 1s often ignored, if purpose must be explained o management,
and & must be repepiedly dressed o management that WOA I3 excentiol for creating a
reliablle peoduct

How Do You Do WCA?

The gerveral jdes of WA i w take ench and every component of the design, find s woest
possible value(s) for the function or functions i is intended o perform, and verify, either
mathemstically or through simulations, that the function is correctly performed even when
all these worst-case values ocour simultaneously, ~Mathematically”™ here refers w some
combination of analytical solutions and numencal approximation; “analytical® means real,
old-fashioned algebra (calcubus, differential equations, eic.); simulations are teste of
operaton using a computer maodel, bul mor Monte Carlo medhods, for reasons explained

115
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below. The preferred method is analytical because it proves what you are trying to show;
numerical work is next in line, with simulation being the least desirable. The problem with
simulations, as discussed below, is not that the computer might make a mistake (although
this has been known to happen!), but rather that you are at the mercy of whoever wrote the
simulation software, and whoever made the simulation models; if the model wasn't tested
the way you use it, there’s no way of telling whether its results are valid for your
application, and typically the model is unavailable to the person doing the simulation.

The author has developed a systematic method for doing WCA that reduces what is
at first blush an overwhelming task into a manageable, if somewhat tedious set of
procedures. Indeed, once you have done WCA a few times, you’ll notice that many of
the circuits you analyze repeat themselves from design to design, and so the analyses done
for the one supply apply to the next. Eventually you learn to design things in such a way
that they will pass WCA.

The first step is natural. Simply break up the circuit into function blocks: this block
is a timer, this block is overcurrent shutdown, etc. Each block is then going to be the
subject of its own WCA. Of course there will be some inputs from other blocks, but since
you’re going to be doing a WCA on the other blocks also, you can assume that those other
blocks meet the spec requirements.

Having identified a block, the next step is to assemble a table indicating the
maximum and minimum value of each (relevant) parameter of each component. Of
course, you can’t know exactly which parameters are going to be needed up front, but with
some experience you can make some good guesses. (See the example below for details on
table entries.) Other parameters can be calculated and entered into the table as the work
progresses.

The first page of a WCA is an overall description of the function of the circuit block,
stating the conditions of operation, listing each parameter that is to be analyzed, and
providing a conclusion that the block works as it’s supposed to (the presumption being that
the design is changed until it does work—WCA will make it clear which components need
to be changed). The following pages constitute the analyses of each parameter, preferably
organized as one analysis per document to make revision easy; then there is a page
showing a stress analysis (see below); and the last page is the completed parameter table.
This then constitutes a complete analysis of the function block, which can be assembled
with other such analyses to form a book documenting the validity of the power supply
design.

When doing the analysis, don’t forget that some circuits may have their worst case
during start-up rather than during steady-state operation. Many converter designs have
been known to fail exclusively at start-up!

The Purpose of Stress Analysis

Just to be clear, a stress analysis is different from a worst-case analysis. The purpose of a
WCA is to determine that the circuitry functions according to specification; the purpose of
a stress analysis is to verify that none of the components is exceeding its ratings (or
derating guidelines).

Whether you use the manufacturer’s ratings for the stress analysis (after all, they
have some margins built into their specs, too) or one of the common derating guidelines
(the author typically uses military derating guidelines) is of course a matter of company
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policy. It is something you have to know up front, however. Be sure to find out before
getting started. You don’t want to do these analyses repeatedly if you can possibly avoid it!

RMS versus Worst Case

Some readers may have noticed a certain vagueness in the statement of exactly what a
WCA is going to analyze. Does the statement that the correct functioning of the circuit
must be established in the case that all the components and conditions are at their worst
value mean that everything is “worst” simultaneously and on the same unit? The usual
argument against this interpretation (which the author refers to as *“worst-case”) is that it is
impossibly rare for all the worst conditions and components to conspire in such a way as to
all end up on a single supply. Given this presumption, it is argued, it is more reasonable to
do an “RMS” analysis, in which the effect of each component going to its worst-case
value is orthogonal to the effect of every other component. For example, if the effect of a
worst-case value of R is to increase some condition’s value by 10%, and the effect of a
worst-case value of R, is also to increase the same condition’s value by 10%, the effect in
RMS is only (1.102 + 1.10%)'/2 = 1.14 = 14% versus 1.10 x 1.10 = 1.21 = 21% in
worst-case.

Practical Note You spare yourself little effort by doing RMS instead of worst-case
WCA. There is usually not much circuitry difference either. The practical approach is
to use worst-case unless you're sure that so few units will be built that statistics won't
be too important. So for everything except small runs of manufacturing (say 100
pieces or less), it makes sense to go ahead and verify the circuitry with worst-case
rather than RMS WCA. Of course, for small runs of critical designs (e.g., on a
satellite), worst-case needs to be done instead of RMS. In any case, make sure your
management understands the issue and has made a decision regarding the appro-
priate goal before you get started.

Mathematics versus Simulation

Here is a tempting possibility: throw the whole circuit on the computer, and let it figure out
the answer, instead of you hurting your head. You’ll see in the example below that the
author never does this (with one exception, noted in the next paragraph). The reason is that
a user just doesn’t know whether the authors of the simulation’s model were thorough
enough to capture all the parameters of interest to the analysis at hand. Of course the
device works like a comparator, but does it correctly model input bias current? Input offset
voltage with temperature? Output saturation voltage with current and temperature and die
lot variations? The author once found a simulation model, in an expensive simulation
program, of an open collector comparator whose output would go to + 15V without a pull-
up resistor! Your lack of knowledge about the model makes relying on a simulation a bad
idea.

There is a single exception to the foregoing proscription against use of a computer
for WCA, however: determining phase margin of a converter is so complicated that you
really don’t want to do it by hand (although it could be done with a symbolic mathematics
program). Fortunately, all the important parameters (inductance and resistance of the
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inductor, capacitance and ESR of the output cap, etc.) can be entered into the computer
directly; you don’t have to rely on models. The only IC parameters of interest are the open
loop gain of the error amp and the ramp amplitude of the PWM. So WCA of phase margin
can be safely done by computer, simply varying each component individually to see
whether it should be a maximum or minimum to get minimum phase margin, and then
setting all the components to their respective minima or maxima simultaneously (at least
for a minimum-phase system).

Monte Carlo? Sensitlvity Analysis?

Monte Carlo analysis goes computer-based WCA one step worse: it not only relies on
models of unknown validity, it also implicitly assumes something akin to RMS analysis.
The trouble is in the great number of cases you need to simulate to get a certain level of
confidence that a parameter is OK.

EXAMPLE

We need to be 99% certain that six parameters varying simultaneously won’t cause a problem in
some circuitry. How many Monte Carlo analyses do we need? If you guessed something like
26 = 64, you’re way off. Let’s assume that the probabilities are lumped at the two ends—that is, each
parameter is either a minimum or a maximum (a bimodal distribution). There are thus a total of
25 = 64 possible value sets (i.e., component 1 is low, 2 is high, etc., constitutes a single value set).
Each time you do an analysis you get one of these 64, so your chances of hitting the worst one are
1 in 64 each time. The chances of not getting it are clearly one minus this, 1 — (1/64). The chances
of not hitting the worst one after N trials is [| —(1/64)]", and this number has to equal

1 —99% = 0.01. We have
1 N
1-—) =0.01
(-s)

which yields ¥ = 292! And clearly this number gets larger very fast, as either the number of
parameters grows or the certainty required grows. And since the end result is that even after 292 trials
you’re still not certain (you can’t be sure that you got the worst case no matter how many tnals you
made), it just isn’t a good idea to do WCA with Monte Carlo analysis.

As for sensitivity analysis, again you don’t know whether the computer has the right
models. This mode of analysis may be useful for knowing which parameters to concentrate
moost attention on, but ultimately, you still need to look at them all, because otherwise you
won’t know what level of sensitivity is low enough to be ignored. It is also to be observed
that sensitivity analysis is a linearization of the models around a particular operating
point—if the operating point varies, the results of the sensitivity analysis do too.

AN EXHAUSTING EXAMPLE

The purpose of this section is to give a sample WCA of a common circuit block in full
detail. This will then serve as a template for the reader to do his or her own analyses. Take
the time to read this example through carefully; there are many helpful techniques to be
gleaned from it. The author feels confident that after reading through this detailed
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example, you will be in agreement with the title of this section, but you will be ready to
analyze your own circuits.

The Circuit

The circuit block to be analyzed (see Figure 10.1) can be described fairly simply and is
pretty common in practice. When a comparator that is sensing some function (let’s say the
current from a low impedance resistor) detects that this current has gone too high, it turns
on a BJT that discharges a cap; the cap is attached to the soft-start pin on a PWM IC, in
this case a UC3825, and turns the IC off.

100k
1%

uC3825

LM139 1N4148
2 D,

+5.1 Vrel‘

Figure 10.1 The circuit to be worst-case-analyzed is an overcurrent limit that shuts
down the PWM.

You may observe that the output of the comparator does not go directly into the base
of the BJT; rather, it passes through a dropping diode, which then requires a base turnoff
resistor for the BJT. This is a necessary addition that will become clear as the WCA is
performed,; it was added to the schematic based on prior experience so that in the example,
we won’t have to go back, add it in, and re-analyze the system.

Properties to Be Analyzed

Having decided on the circuit function to be analyzed, we must consider what properties to
analyze. Generically, we want to analyze the circuitry that responds to the input, that which
generates the output, and any other circuits that interface between the two; some
engineering judgment is necessary to select the important functions in a circuit. For this
example:

1. We’ll want to know the level at which the comparator trips on in response to an
overcurrent, both minimum and maximum (but not where it comes back off, at
least not for this example analysis).

2. We’ll want to verify that the transistor is indeed normally off (if the output
saturation voltage of the comparator is too high, the BJT might be always on).

3. We’ll want to know how long the BJT will take to discharge the capacitor, turning
off the PWM, given the transistor’s limited beta.
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In a more complete analysis, we might also want to check the maximum collector current
on the BIT, to verify that it isn’t going to be overstressed when discharging the cap, since it
has no limiting resistor and may have a high beta.

We also need to know the conditions under which the circuit is going to operate:
assume minimum temperature of —40°C and a maximum of 4 85°C.

The next step is to develop a table listing the worst-case values of all the relevant
parameters. In practice, you'd take a guess at the parameters needed, adding more items as
the analysis progressed, or occasionally deleting some that proved to be unnecessary. Table
10.1 displays the final product.

Table Evaluation Techniques

Let’s examine Table 10.1 closely. The first thing to observe is the column headings. Of
course there is a part type column to identify each component’s nominal value. Next is a
column for a reference designator; there might be more than one type of 1kQ resistor (e.g.,
to accommodate different temperature coefficients). The next column defines the para-
meters to be examined, such as the output saturation voltage of a comparator, the limit in
which it’s to be examined (minimum or maximum), and the conditions under which the
limit is to be taken, such as the collector current at which the voltage is measured. Next
come columns for the initial value (meaning nominal value at room temperature), initial
tolerance (i.e., manufacturing tolerance), and temperature coefficient. In some circum-
stances, additional columns might be needed to display factors for age or radiation effects.
Wedged in between are two columns labeled “Scale type” and “Scale factor.” These are
for additional factors that allow us to work around the limitations of data sheets. Thus if we
need to know the output saturation voltage of the comparator at 2.5mA but the data sheet
has a printed value only at 4mA and then a curve showing a scaling factor, we would go to
the scale type column for an explanation of the scaling factor; we would put an evaluation
in the scale factor column. Finally, there are columns for the two temperature extremes,
since the results of the calculation are not symmetrically distributed around 25°C: —-AT =
(25°C) — (—40°C) = 65°C, while + AT = (85°C) — (25°C) = 60°C.

The actual evaluation of some of the entries in Table 10.1 can require specialized
techniques. To start with, observe that the entries are all done in worst-case: the minimum
resistance is found by multiplying the 1% tolerance and the (50ppm/°C x 65°C) =
0.325% temperature coefficient, not adding them. Specifically, don't take 10kQ
x 99% = 9900Q, and then 10kQ x 99.675% = 9967.5Q), with the total then assumed
somehow to be a combination of these two. Rather, take 10kQ x 99% = 9900, and then
99000 x 99.675% = 9867.8Q2 (rounded off here to 9868Q).

Observe also the way the temperature coefficients are handled. The resistor
specification says only that the tempco of the resistor is +50ppm/°C, not whether it is
positive or negative with temperature. Thus we must assume that the tempco is going to
conspire to be either positive for minimum resistance at temperatures below ambient (i.e.,
as it gets colder the resistance decreases further, making the minimum smaller) or negative
at temperatures above ambient (i.e., as it gets hotter, the resistance also decreases further,
again making the minimum smaller), and oppositely for maximum resistance. Of course,
chances are this coefficient is either positive or negative, not both; but lacking additional
information, you have to assume the worst. Generally, an analysis will simply take the
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TABLE 10.1

Listing of Worst-Case Values for Example Circuit

Part Reference Parameter Initial Initial Scale type Scale Temperature At —40°C At +85°C
designator value tolerance factor coefficient
1kQ Rl R, min 1,000Q 1% + 50ppm/°C 9860 987Q
1kQ R1 R, max 1,000Q 1% + 50ppm/°C 1,013Q 1,013Q
4.75kQ R3 R, min 4,750Q 1% +50ppm,°C 4,687Q 4,688Q
4.75kQ R3 R, max 4,750Q 1% + 50ppm/°C 4,813Q 4,812Q
10kQ R4 R, min 10,000Q 1% + 50ppm/°C 9,863Q 9,870Q
10k2 R4 R, max 10,000Q 1% + 50ppm/°C 10,133Q 10,130Q
100kQ R2 R, min 100,000Q 1% +50ppm/°C 98,6800 98,700Q2
100kQ R2 R, max 100,000Q 1% %+ 50ppm/°C 101,330Q 101,300Q
10nF Ci C, max 1OnF 20% +15%, —25% 13.8nF 13.8nF
IN4148 D1 V¢, max at 2mA 1v I =10mA — 2mA 0.88 1.28, 0.73 1.13V 642mV
2N3904 Q1 Ve, min at /. =1mA 650mV 0.87 —-2mV/°C 696mV 446mV
2N3904 Ql Ve, max at /.= 50mA 950mV —1, =1.1lmV/°C 1.07V 940mV
2N3904 Q1 hg, min at 7, = SOmA 60 0.56, 1 34 60
LMI139 Ul Vios SmV 4mV 4mV ImV
LM139 Ul ios 25nA 75nA 100nA 100nA
LM139 Ul I 100nA 200nA 300nA 300nA
LM139 Ul Vo, max at /. =2.5mA 400mV Io=4mA — 2.5mA 0.62 300mA 430mV 430mV
UC2825 U2 V ref, min 5.10V 50mV Long term 25mV 0.4mV/°C 4.999v 5.049V
UC2825 U2 V rer, Max 510V 50mV Long term 25mVv 0.4mV/°C 5.249V 5.299V
UC2825 u2 I opeg, Max 9uA 11pA 20pA 20pA
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worst value for each component, blithely ignoring whether the worst case occurs at cold
temperatures for some components and at high temperature for others. Such inconsisten-
cies usually turn out to be unimportant. In the rare case of an analysis that shows the circuit
right on the borderline between meeting its requirements and not meeting them, one option
is to do two worst-case analyses: one in which all values are taken at cold, and another
taking all values at hot..

Dealing with scale factors is another interesting problem. Generally, the data sheet
contains a curve of a parameter for #ypical data, not maximum (nor minimum). The proper
method is to use the scale factor for the typical data applied to the worst-case data. For
example, it will turn out that we will need to know the maximum output saturation voltage
of the LM139 when it is drawing a current of 2.5mA. The data sheet gives a guaranteed
maximum output saturation voltage at a current of 4mA of 400mV, so we need to scale the
data to the lower current. A data sheet curve shows that the typical output voltage changes
by a factor of 0.62 in going from 4mA to 2.5mA, and so the worst-case number is also
scaled by the same factor. That is, the worst-case is 400mV x 0.62 = 248mV (for this
factor). Making this table de novo, you might originally have simply used 4mA for the
worst-case current. As the calculation progressed, you'd find through an iteration that the
current is actually 2.5mA, and the table then could be adjusted as indicated.

It frequently happens that you are using a device with a temperature range wider than
the one your device actually sees. Thus, the LM139 has data for — 55°C and +125°C,
even though we want only —40°C and +85°C. It is clearly reasonable to use the wider
temperature data limits, since they certainly provide a bound on the actual temperature
limits. In case of problems, it might be possible to look at a device in the same family
with reduced temperature range—but this choice introduces some uncertainty (is it
really the same?). Moreover, you’ll often find no change in the data. The manufacturer
is simply taking batches of devices and labeling them according to what tests they
pass!

One more thing to pay attention to is the format used when the data sheet directly
provides the worst-case number over temperature. For example, the LM139 /3, which is
specified at room temperature as a maximum of 100nA, is specified over the temperature
range considered as a maximum of 300nA. Rather than leaving the tempco column
confusingly blank, it is better to pretend there is a temperature delta of 200nA, and use this
in the data presentation to show why the answer is 300nA.

Finally, the part you are using may be underspecified. For example, an output
electrolytic capacitor might not specify ESR at all, or specify it only at 60Hz.

Practical Note The best plan is to stay away from parts that are underspecified. Just
because one sample worked in the lab, what makes you think the next one will be
satisfactory? If you have to use such a part, it is safe to assume that the under-
specified parameter is zero, or limited by another factor (e.g., power supply voltage).
For the example of the electrolytic capacitor at the output of a power supply,
assuming the ESR is zero will minimize the phase margin, clearly giving the worst
case.
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Worst-Case Analysis: Comparator Trip Levels

With the data tabulated, it is now possible to do the analyses, the first of which is to
determine the voltage level at which the comparator will go from a low state to a high, both
the minimum value and the maximum value. This information directly tells you, for
example, the minimum current at which the circuit being monitored will function (so you
know that it won’t trip during normal operation) and the maximum current at which this
circuit will start to function (so you don’t pull so much current that something blows up). If
the analysis reveals values that turn out to be unacceptable, you can go back and change
the values and tolerances of the resistors, or possibly the type of comparator being used;
the WCA of course shows which changes would be most effective.

Starting then with the minimum trip level, the minimum will occur for the minimum
reference voltage from the PWM, which Table 10.1 lists as occurring at —40°C, 4.999V.
Thus the comparator will certainly trip high or will have tripped high when the voltage at
its noninverting terminal is 4.999V. Let’s consider the factors that influence the voltage at
this terminal. Foremost of course is the two resistors: the 1k resistor forms a divider
network for the input voltage with the 100k2, which goes to the output of the comparator.
(Remember that comparator output is assumed to be low because the comparator hasn’t yet
tripped.) This output is not ground, though, because the comparator is sinking current from
the 4.75kQ resistor and thus has a saturation voltage. Additional factors are a potential
offset voltage for the comparator, and its input bias and offset currents. Let’s tote all these
factors up into an equation:

Vigp + Vos — 4.999V 4999V — ¥,
o) + v+ lios = 5010

Here, Vi, is the voltage that is causing the transition; the other notations are obvious. This
is just Kirchhoff’s law, that all the currents into the node at the noninverting input of the
comparator must sum to zero. Since we want to find the minimum trip level, the offsets are
added on to the trip voltage; that is, they are subtracted from the amount of current that the
tripping voltage has to supply. Exactly the opposite will be done when we calculate the
maximum trip level. Remember that offsets don’t have a sign: they can be either positive or
necgative. Here we are choosing the positive (maximum) because it makes for the minimum
trip level. As for the resistor values, we can at once see that making the 1kQ as small as
possible makes Vi, small; and therefore making the 100k large makes Vi, small,
because it multiplies the other side. Substituting values from Table 10.1, we write

Vigp +9mV — 4.999V 4.999V — 430mV
100nA =
98602 +300nA + 1000 101,3300

and solving, Vi, min = 5.052V. These equations show what is meant by solving the
problem “mathematically”: setting up an equation that determines the parameter, deter-
mining which parameters should be minimized and which maximized, substituting values
from a table of worst-case values, and then solving numerically, either with a calculator (in
this simple case of one equation) or with a computer program (if there are several
equations in several unknowns, as sometimes happens).
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With this solution in hand, it is straightforward to see that the equation for the
maximum trip level is the same, except with all the factors that were minima now maxima,
and vice versa:

Viip +9mV — 5.299V 5.299V — 0V

— 300nA — 100nA = 2222~ — 9V
1013Q n n 98,6300

The only other differences involve the various offsets, which now have a polarity that
hinders the tripping rather than helping, and the saturation voltage, which is now assumed
to be OV rather than maximum. (It can’t be less than zero because the comparator has
ground for its negative rail.) Solving, we have V;p, max = 5.363V.

Conclusion. The trip level will certainly be between 5.052V and 5.363V. If this were
the voltage across a current sense resistor, you could divide by the resistor’s value
(including its worst-case!) and come up with the current levels at which this comparator
circuit would trip. Note that you certainly could not have guessed this answer, say by
adding 2% tolerance to a 5.1V reference, and adding 1% for the resistors.

Worst-Case Analysis: The BJT Is Normally Off

The second analysis for the block of circuitry shown in Figure 10.1 is to verify that the BJT
is off when the comparator is low. The (potential) problem is the comparator’s output
saturation voltage: after dropping through the diode, and sinking current into the 10kQ
base resistor, the voltage left should not be sufficient to turn on the BJT-—otherwise, the
converter could never start because the soft-start pin of the PWM was being held
permanently low! In fact, precisely this can happen if the diode is not included in this
circuit.

To make the calculations manageable (the actual characteristics of both the diode
and the base—emitter junction are exponential, making complete equations transcendental),
we can start by considering that the BJT is supposed to be off and verifying that this is a
self-consistent solution. This means verifying that all the other components of the circuit,
under the assumption that the BJT is off, in fact work in a way guaranteeing that it is off.
This is a frequently used technique for dealing with discrete semiconductors. Although the
results are the same as those found for writing out the full transcendental equation set, and
then solving them numerically, the results are more humanly understandable—and there-
fore easier for a human to check. The author has seen commercially available numerical
software that does not converge to the correct solution for problems of this sort.

To summarize the procedure before starting: we’re going to find the maximum base-
emitter voltage of the BJT when it’s still off by putting the minimum listed collector current
into the transistor, finding the corresponding base current by looking at the beta, and then
observing that the V. doesn’t change as the collector current is decreased beyond this
point, even to OA. To get this V. requires current through the base resistor; but this current
comes through the diode, which has a forward voltage to conduct that much resistor
current. The sum of the base—emitter drop and the V¢ of the diode will be greater than the
comparator’s saturation voltage. Again: even to get “zero” collector current calls for some
base—emitter voltage. But this requires current into the base resistor, and getting this
current requires a diode drop, since the saturation voltage of the comparator isn’t high
enough to provide the base resistor with enough current to turn the transistor on.
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The BJT’s base current must thus by assumption be tiny. The smallest listed V. in
the data book is for I, = ImA, at which in worst-case V. = 446mV. We can estimate the
beta: guaranteed minimum at 25°C is 70; according to the data curves, ImA corresponds
to a normalized factor of 0.8. At —55°C, the normalization is 0.4, so the minimum
B = (70 x 0.4/0.8) = 35. The ImA of collector current then corresponds to a base current
of ImA/35 = 29pA. Furthermore, the curve for V. versus /. appears flat below
I, = 1mA, so as long as we're below the 446mV on the base, the transistor can be
assumed to be off.

Now, to get 446mV on the base, we need a minimum current through the base
resistor of 446mV/10kQ), which is minimum when the 10kQ is maximum:
I =446mV/10,133Q = 44pA. This current has to come through the diode. Now no
manufacturer provides data specifying minimum forward voltage of a diode. Instead, the
best we can do is to estimate a bound on the minimum V¢. Looking at the curves (which go
down only to 100pA), at 100°C the ¥ = 300mV. Since we are actually dealing with lower
temperatures (and V¢ increases with decreasing temperature), this is a good curve to
choose for a minimum; tracing out the curve, it is clear that the ¥ must be at least 200mV.
So for the transistor to turn on, we need at least 446mV + 200mV = 646mV. But since we
already know that the maximum output saturation voltage of the comparator is 430mV, we
know also that there is more than 200mV of margin to ensure that the transistor is off.

You can see what happens if the diode is not there: the margin is only
446mV — 430mV = 16mV, and there might be enough inaccuracy in the base-emitter
calculations to cause the BJT to turn on. This certainly would be the case if the 4.75kQ
pull-up were any smaller. So the diode and the base resistor do need to be there; in general,
you just design all your “comparator driving base” circuits with the diode and base
resistor. Then it’s not necessary to repeat this calculation each time.

The conclusion is that the BJT stays ofl” during normal operation.

Worst-Case Analysis: How Long Until the PWM Is Turned
Off?

The final analysis done in this example is to determine the maximum amount of time the
BJT might take to discharge the soft-start cap. Since this circuit is being used as a current
limit, you don’t want much delay till shutdown, when the overcurrent condition occurs.
The result of this analysis might pass on to a worst-case thermal analysis, say, of the
switching transistor, to ensure that it can take the overcurrent for the calculated time
without blowing up. The BJT has limited drive current, and finite beta, so it will pull
current from the capacitor at some maximum rate, which then will determine when the
PWM is off: pin 8 has to be pulled down from its initial 5V to 0.5V to shut down.

We’re going to start by ignoring the propagation delay of the comparator (typically,
300ns) and look only at the capacitor discharging current; at the end, the delay will be
added in. Now we need to get the minimum base current. The current is set by the 12V
supply (which we’ll assume is +5% from another WCA not presented here), the 4.75kQ
resistor, and the forward drops of the diode and the base--emitter junction:

L VYV K
base = T4 75kQ 10kQ

This is again Kirchhoff’s law. Here, the current into the base resistor lessens the current
available for the base. To find minimum base current, we take minimum 12V supply,
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maximum diode drop and base—emitter drop, maximum limiting resistance, and minimum
10kQ (choosing the 10kQ to pull as much current away from the base as possible).
Conveniently, maximizing ¥, works in the correct direction for both terms, both
increasing the current shunted away from the base and decreasing the current passing
through the 10kQ. If this had not been the case, we would have had to take the derivative
of I a5 With respect to V., and found out whether minimum or maximum ¥, minimized
Tvase- (Here, dlpase/dV e < 0, so we need maximum Vy..) We are assuming in Table 10.1
that the collector current will be approximately 50mA; this is just an estimate, but it will be
justified a posteriori by the calculation; that is, we assume this value, and at the end that
value will be derived, showing that it was a self-consistent assumption. Substituting values,
we write

114V - L.13V-1.07V 107V

L. = _
base 4813Q 98680

or fy.ee. min = 1.80mA.

Having the minimum base current, we can find minimum collector current by
determining minimum hAg. At 50mA of collector current, minimum beta is 34, which
requires a base current of 50mA/34 = 1.47mA, quite close to the actual calculated
minimum base current; this then justifies the assumption we made in estimating Vy,..

So with a minimum beta of 34, the minimum collector current will be
1.80mA x 34 = 61mA. Now the capacitor is originally charged to the 5V reference and
has to pull down to 0.5V. In equations, since | = C(dV /dt) and t = C(AV/I), discharge
time ¢ will be maximum for maximum capacitance and minimum collector current, as we
already know. One additional factor is that pin 8 is still sourcing current, and so this factor
should also be maximum. The whole equation is:

CAV

1(' - Ipin8

! =

Substituting numbers, we have

_ 13.8nF(5.299V — 0.5V)
- 61mA — 20pA

and of course the pin 8 current is negligible. We end up with ¢, = 1.1ps, surely fast
enough. Adding the propagation delay gives 1.4ps, so this value doesn’t affect the matter.
The conclusion is that when the input pin to this circuit exceeds the limit, the PWM IC will
be turned off quite quickly.

Stress Analysis

Having done all of the worst-case analysis, for completeness we’ll now do a stress analysis.
The goal of a stress analysis is to guarantee that in operation, no component will be
overstressed; or better, that no component will have applied to it stresses that are too close
to its ratings. If a part is operated right at its maximum rating, not only is it more likely to
occasionally have its rating exceeded during a transient, but also its MTBF is greatly
increased. A stress analysis reveals which parts are likely to have a large influence on the
reliability of the design.

The stress analysis itself simply is a table listing the stresses each part in the circuit
sees, compared with the rated limits for the part. The comparison is done as a percentage,
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that is, stress = actual/rating. Some companies provide derating guidelines (e.g., “resis-
tors shall dissipate no more than 70% of their rated power™). If such a list is not available,
it is probably acceptable to take the following as a rule:

Practical Note Steady-state stresses should not exceed 90% of the manufacturer’s
ratings, and transient stresses should not exceed 100% of the manufacturer’s ratings.

The end result is a column in a table like Table 10.2, showing that each part passes.

The stresses to be analyzed can be taken to be those that affect the reliability of the
part, such as in MIL-STD-217. You would naturally expect to see data on power in a
resistor, voltage on a capacitor, forward current and reverse voltage for a diode, and so on.
Not every parameter a manufacturer specifies needs to be analyzed, only those that relate to
the survival of the part.

Let’s examine Table 10.2. The first column lists the components, each repeated as
many times as there are stresses. Thus the LM 139 is repeated three times, once each for its
supply voltage, differential voltage, and common mode voltage. Normally, there would
also be a column to list reference designators (since, e.g., a block could have several 1kQ
resistors), but we haven’t bothered to assign references in this example. The parameter
examined is in the next column, followed by the rating of the part, from the manufacturer’s
data sheet.

The actual stress is calculated in column 4. For most parts in a design, it is adequate
to estimate the stress, since this value will be far less than its rating. For example, it’s not
necessary to think very hard to see that since the circuit has a maximum of 12V, the power
dissipated in the 100kQ resistor can’t be more than (12V)?/100kQ = 1.5mW, which is far
less than the part’s rated 100mW; we therefore don’t care about its actual operation.
Similarly, the 10kQ resistor can have only about 1V on it, since it is clamped by the base—
emitter junction; we don’t even bother to list microwatts—just call it 0 watt. On the other
hand, for the 1kS resistor, we calculate that the maximum voltage on the comparator side
is 5.299V, and since the other side can be 0V, the power in the resistor could be as high as
(5.299V)? /986Q = 28mW, where we have used the minimum resistance value to get
maximum power. As already stated, stress = actual/rated, and every cell in the Pass

TABLE 10.2 Example Stress Analysis Table

Part value Parameter Rating Actual stress Stress (%) Pass

1kQ P 100mW 28mW 28 Y
4.75kQ P 100mW 34mW 34 Y
10kQ P 100mwW OmwW 0 Y
100kQ2 P 100mW 1.5mW 2 Y
10nF 14 50V 5V 10 Y
IN4148 Ie 200mA 3mA 1 Y
IN4148 v, 100V ov 0 Y
2N3904 Veeo 40V 5V 12 Y
2N3904 Tee 200mA

LM139 Vee 36V 12v 33 Y
LM139 V differential Vee 5V 42 Y
LM139 Vem Ve 5V 42 Y
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column should have a Yes. In some rare instances, a part doesn’t in fact pass; this should be
taken as a strong recommendation to substitute a part with a larger rating in the design, or
give a satisfactory explanation for the failure.

The row for the maximum collector—emitter current in Table 10.2 hasn’t been filled
in because the analysis wasn’t performed; we leave it to the reader to do this analysis, and
decide whether the collector should in fact have a resistor to limit the current. In reaching
this decision, it is probably acceptable to have an /.. up to 400mA, since the 200mA is a
DC rating, and BJTs can safely take double their rated current in a pulse (cf. Chapter 3). If
this rule is adopted, an explanatory note at the end of the table would be needed.

Conclusions

The conclusions of the overall analysis of the circuit block are the results of each
individual analysis: the comparator will trip between 5.052V and 5.363V; the BIT stays
off when it’s supposed to; the trip on overcurrent occurs in less than 2ps; and all parts are
properly derated. Presumably these results could be checked against specifications, or, as
indicated, passed on to the next WCA as input data.

SOME CONCLUDING THOUGHTS

As is evident from our detailed example, a fairly substantial amount of work goes into
creating a WCA. However, there are no mysteries involved, just a lot of slogging through
messy algebra. At the end of such an analysis, you can feel assured that the circuitry will
work every time in production.

In general, given a good design at the start, very little circuitry has to be added to
guarantee worst-case operation. By far the most common problems found in WCA entail
values that must be be slightly adjusted. Occasionally a circuit will need some redesign,
but experience in WCA will guide you in avoiding such designs from the beginning. There
is thus usually not too much cost to production in assuring the circuit’s good performance;
the cost rather is up front in the designer’s time, where it should be. WCA should be made
a part of every design intended for production.
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MTBF Mean time between failures.

NiCd Nickel-cadmium; a type of rechargeable cell.

NiH Nickel-hydrogen, a type of rechargeable cell.

NiMH Nickel-metal hydride; a type of rechargeable cell.

NM Normal mode; noise current that flows in the power line relative to retum.

NPN One of the two types of BJT.

NPO A type of capacitor with essentially zero temperature coefficient.

PCB Printed circuit board.

PFM Pulse frequency modulation.

PNP One of the two types of BJT.

PWM Pulse width modulation.

Rps.on On resistance, drain to source; the resistance of a fully on MOSFET.

f Radio frequency, electromagnetic radiation, used in this book as it pertains to EMI.

RHP(Z) Right-half-plane (zero); position of a zero that can cause instability in a system.

RMS Root-mean-square; one method of doing worst-case analysis.

TTL Transistor-transistor logic; a standard type of logic gate.

UVLO Under-voltage lockout; a type of circuit that keeps an integrated circuit off until the supply voltage
is high enough.

VDE A standards group in Europe responsible for safety and EMC; also refers to standards from this
group.

VRM Voltage regulation module.

Ve Forward voltage; the voltage drop from anode to cathode of a diode.

Vos Offset voltage; the equivalent input voltage to a comparator or op amp even when both inputs are

tied together.
WCA Worst-case analysis.



Data Sheets for
Worst-Case Analysis

The figures in this Appendix provide the datasheets used to extract parameters for the
worst-case analysis of Chapter 10.
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COMPUTER DIODE

General Purpose
Switching

FEATURES

® Metallurgical Bond

® Qualified to MIL-5-19500/116
® Planar Passivated Chip

o DO-34 or DO-35 Package

® Non-JAN Available

ABSOLUTE MAXIMUM RATINGS, AT 25°C
Reverse Breakdown Voltage
Peak Working Voltage
Average Output Current, 1N914
1N4148
1N4148-1
1N4531

Surge Current, 8.3ms
Operating Temperature Range .
Storage Temperature Range . ..

MECHANICAL SPECIFICATIONS

App. 2 B Data Sheets for Worst-Case Analysis

IN914; JAN, JANTX 1N914

IN4148; JAN, JANTX, JANTXV 1N4148
JAN, JANTX, JANTXV 1N4148-1
IN4531; JAN, JANTX, JANTXV 1N4531

DESCRIPTION

This series is very popular for general
purpose switching applications in
electronic equipment.

. —65°C to +175°C
.. =65°C to +200°C

A

i

e B e -

J, JTX 1N914 DO-34 DO-35
J, JTX, JTXV 1N4148 1N4531 IN914
1, JTX, JTXV 1N4148-1 1N4148

1, JTX, JTXV 1N4531

-

C —=

J. JTX & JTXV 1N4531 J, JTX 1N914 ﬁ
INCHES MILLIMETERS INCHES MILLIMETERS
A | 050-.065 1.27-165 A | 058- 107 1.42-2.72
B] 080- 120 203-305 8| .140-.300 356-7.62
C [TOMIN - T5MAX [25AMIN -381 MAX, CITOMIN-T.5MAX. [25.4 MIN.-38.1 MAX
o] "ois- 022 46- 56 0| 01a- 022 46- 56

J, JTX, JTXV 1N4148 and 1N4148-1

L INCHES MILLIMETERS

A| 05- 075 142-191

8 140- 180 356-457

C {1OMIN -15MAX 25.4 MIN. - 38.10 MAX.
D] 018- 022 46- 56

Figure A2.1

Vendor’s data sheet for diode 1N4148. (Courtesy of Unitrode Semicon-

ductor Products, Watertown MA.)
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ELECTRICAL SPECIFICATIONS (at 25°C unless noted)

243

IN914; J, JTX IN914

4, JTX, JTXV 1N4148-1N4148-1
IN4531; J, JTX, JTXV IN4531

Peak
Reverse Reverse Reverse Reverse Reverse
Current Current Current Current Current
@ 25°C @ 25°C @ 25°C @ 150°C @ 1%°C
25nAdc 0.5uAdc 100xA (pk) S0uAdc 100xAdc
@ @ @ @ @
Vp = 2vdc Vp =75Vdc Vy = 100V {pk) Vi = 20Vdc Vp = 75Vde
Foward Forward Reverse
Forward Recovery Recovery Recovery
Voltage Voltage Time Time Capacitance
40 pf @
Sns Ve =0V, f=1MHz
1.0Vdc 5.0V (pk) 20ns @ Vyig = 50mV (pk-pk)
@ @ @ “
I, = 10mAde I, = 50mAdc I, = S0mAdc te = Iy = 10mA 28pF @
L= 100 ohms V=15V, f= 1 MHz
Vyig = 50mV (pk-pk}
. 4 Vol E 4c ¢ Reverse Voltage vs. Reverse Current
orward Voltage vs. Forward Curren 0.001
1000 002 [ T-11
5 l, ]. l. 005 ‘Il' - -*5'5":‘ wl
— 175°C —| : =
- T, =175°C /// vo1 L L o 74
E 100 /,/ é .02 A Ll
o 44 Wl £ 05 L
w . w 0.1
g R 25°C g R v
3 H e 3
o 10 7 w 5
g s 2 10 100-C
2 y s e
2
e 10 / l ul: 5 ] 1 s el
L / [ ~ 10 1}
C 201 —4A 175°C—7+]
LAY N4l | 1A
1 [ 100 |

d .2 .3 4

506 .7

B 9 101112131415
V, — FORWARD VOLTAGE (V)

Figure A2.1

140 130120 110 100 90 80 70 60 50 40 30 20 !0 O
V, — REVERSE VOLTAGE (V)
(% OF PIV)

(Continued)
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2N3903
MAXIMUM RAT;::ij 2"3904*

Symbol Value Unit
Collector-Emitter Voltege VCEO 40 Vde
Collector-Base Voitge VcBeo 60 vdc CASE 29-04, STYLE 1
Emitter-Base Voltage VEBO 6.0 Vdc TO-92 (TO-226AA)
Collector Current — Continuous Ic 200 mAdc

Temperature Aange

Total Device Dissipstion @ Tp = 25°C Pp 625 mw 3 Coflector
Derste above 26°C 5.0 mwrC
“Totel Davice Dissipation @ Tg = 25°C Pp 1.5 Watts 2
Derste above 25°C 12 mwrc fane
Operating and Storage Junction T). Tatg | ~55to0 +150 °C 1
2
3

1 Emitter
*THERMAL CHARACTERISTICS GENERAL PURPOSE
[ Characterstic Symbol Max Unht TRANSISTORS
Thermal Rasistance, Junction to Ambient ReJA 200 ‘CW NPN SILICON
Thermal Resistance, Junction to Case Rayc 83.3 “CwW

*Indicates Data in addition to JEDEC Requiremaents.

% Thia ls s Motorola
designated preferred davice.
ELECTRICAL CHARACTERISTICS (Tp = 26°C unless otherwise noted.)

Characteristic Symbol | MIn | Max | unt
OFF CHARACTERISTICS
Collector-Emitter Breakdown Voltage(1) V(BRICEO 40 -_ Vde
(ic = 1.0 mAdc, Ig = 0)
Collector-Base Breakdewn Voltage V(BRICBO 60 - Vde
{ic = 10 pAdc, Ig = 0}
Emittar-Base Breakdown Voltage V(BR)EBO 8.0 - Vdc
(lg = 10 pAdc, Ic = 0)
Basa Cuteff Current st _ 50 nAdc
(Ve = 30 vdc, Vgg = 3.0 Vdc}
Collector Cutoff Current ICEX —_ 50 nAdc
(VCg = 30 Vde, Vgg = 3.0 vdc)
ON CHARACTERISTICS
DC Current Gain{1) hee —
fic = 0.1 mAde, Vcg = 1.0 Vdc) 2N3903 20 —
2N3604 40 —_
{ic = 1.0 mAdc, Vcg = 1.0 Vdc) 2N3903 35 -
2N3904 70 —
{tc = 10 mAdc, Vcg = 1.0 Vde) 2N3903 50 150
2N3904 100 300
{ic = 50 mAdc, Vcg = 1.0 Vdc} 2N3903 30 —
2N3904 60 —
{lc = 100 mAdec, Vcg = 1.0 Vdc) 2N3903 15 -
2N3904 30 —
Coll Eminter Saturation Voltage(1) VCE(sat) Vdc
ic = 10 mAdc, Ig = 1.0 mAde) —_— 0.2
(lc = 50 mAdc, Ig = 5.0 mAdc) — 0.3
Base-Emitter Saturation Voltage(1) VBE(sat) Vdc
{ic = 10 mAdc, Ig = 1.0 mAdc) 0.65 0.85
{ic = 50 mAdc, Iy = 5.0 mAdc) — 0.95
SMALL-SIGNAL CHARACTERISTICS
Current-Gain — Bendwidth Product fr MHz
{ic = 10 mAdc, Vcg = 20 Vdc, f = 100 MHZ} 2N3903 250 —
2N3904 300 —
Rev 2

Figure A2.2 Vendor’s data sheet for NPN transistor 2N3904. (Copyright of Motorola,
used by permission.)
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2N3903 2N3804
ELECTRICAL CHARACTERISTICS (continued) (TA = 25°C unless otherwise noted.}
Characteristic Symbol Min Max Unit
Output Capacitance Cobo — 40 pF
(Vep = 5.0 Vde, Ig = 0, f = 1.0 MHz)
Input Capacitance Cibo — 8.0 pF
(VEg = 0.5 Vdc, Ic = 0, f = 1.0 MHz)
Input Impedance hig k ohms
{Ic = 1.0 mAdc, Vg = 10 Vdc, f = 1.0 kHz) 2N3903 1.0 8.0
2N3904 1.0 10
Voltage Faadback Ratio hre X 10-4
(tc = 1.0 mAdc, Vo = 10 Vdc, f = 1.0 kHz) 2N3903 0.1 6.0
2N3904 0.5 8.0
Small-Signal Current Gain hfe -
{ic = 1.0 mAdc, Vcg = 10 Vde, f = 1.0 kHz} 2N3903 50 200
2N3904 100 400
Output Admittance hoe 1.0 40 umhos
{Ic = 1.0 mAdc, Vgg = 10 Vdc, { = 1.0 kHz)
Noise Figure NF dB
{Ic = 100 uAdc, VCg = 5.0 Vdc, Rg = 1.0 k ahms, 2N3903 - 6.0
f = 1.0 kHz) 2N3904 — 5.0
SWITCHING CHARACTERISTICS
Delay Time {(Vcc = 3.0 Vdc, VBg = 0.5 Vdc, td — 36 ns
Rise Time Ic = 10 mAdc, Igq = 1.0 mAdc) t — 36 ns
Storsge Time (Vcc = 3.0 Vde, Ic = 10 mAde, 2N3903 tg - 176 ns
Ig1 = lg2 = 1.0 mAdc} 2N3904 — 200
Fsll Time ¢ — 50 ns
{1} Pulse Test: Pulse Width < 300 us, Duty Cycle =< 2.0%.
FIGURE 1 - DELAY AND RISE TIME quz:z&:{g::gz ANDl::L:';'"ME
EQUIVALENT TEST CIRCUIT . ) ST CiRCU
300 s oy [ W<y <50us = 1 b= 09y +3V
DUTY CYCLE = 2% — +103V DUTY CYCLE = 2% 3 5
0 :
—05V 1Cs<4pF
<1lns L— 1N916 sh
A -d
-V
*Tota! shunt capacitance of test Jig and connectors
TYPICAL TRANSIENT CHARACTERISTICS
=Ty = 25°C ==-Ty = 126°C
FIGURE 3 — CAPACITANCE FIGURE 4 — CHARGE DATA
10 5000
vk~ oy
3000}~ le/ls = 10
0 "
20 iy
50 L1
% - 1000 = =
g N [~ Cibo S ™ v
E30 - g 00 .
2 I~ -
5 5 w 5
20 Cobo N |-t
\L” 20 1~ s 4
— 100 b+ I A
70 Qa t
10 L 1
0.1 02 03 050710 20 30 5070 10 20 Vo 10 20 30 50 70 10 2 s 70 100 200
REVERSE BIAS VOLTAGE (VOLTS) ic, COLLECTOR CURRENT (mA)

Figure A2.2

(Continued )
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2N3903 2N3904
FIGURE & — TURN.ON TIME FIGURE 6 — RISE TIME
50 T 1 500 <3 T T
N\ lefly =10 Voo = 40V
30O 300 N |</t.=|w
N )
m A
N 200 S
-
100 N \\ N 10 ‘\
" -—
| e . 8 n
) N X s >
I QI @Yo - 10 g NS
SIS 1 v 3%
2 N A1V » ™ 44
Py
0 P - 10
10 1!‘@;'“.— 0; 70 0
50 J . . | 1= 0
10 20 30 50 70 10 0 % 00 100 2 10 20 30 507010 2 30 5 70 100 200
Ic. COLLECTOR CURRENT (k) lc. COLLECTOR CURRENT (mA}
FIGURE 7 - STORAGE TIME FIGURE 8 — FALL TIME
500 UREBLE 500 T T
!".-k-'“ﬁj \ = ln
X0 N WIINEY Nl
lefy 104 Ree
20 - ==F=. ~-f__ l I/ 20 L
= SR A =2
iw thed g™ Sy Hge™
T ++ 70 -1
i @ I/~ 20 ¥ nm w O )
3t % TS s,
g lerle = 10 3 Ie/lg =10 <<
5 % % H—PNe
2oy 2 oy m.>§.\\ ~\"- Heo -
. E -
10 10
10 10
50 50
10 20 30 507010 20 % 5 0 100 20 16 20 30 5070 10 2 3 S 70100 20
e COLLECTOR CURRENT mi) Ic. COLLECTOR CURRENT (mW)
TYPICAL AUDIO SMALL-SIGNAL CHARACTERISTICS
NOISE FIGURE VARIATIONS
V(e * 5.0 Vdc, Ta = 26°C,
FIGURE 9 Bandwidth = 1.0 Hz FIGURE 10
12 W ——— T Y )
1=10 M —r— -
10 1 e 4.0mA
N SOURCE RESITANCE = 20092 /A -osml
Ic= 10mA " A 4
! 3 g ] /
g \ § s 1/ / '} le =50 pA
6 3 A [71c=T0 A
g - SOURCE RESISTANCE ~ 2009} % % A
N le = 0.5mA 4 Vi
" b 41| - A
_— 4 S ) P 1/
L SOURCE RESISTANCE = 500 Pt
H L ic = 100 2
SOURCE RESISTANCE = 10%__ |
L) 0
01 02 04 10 20 40 20 4 0 o1 02 04 10 20 40 10 20 4« 10
1, FREQUENCY (kHa) Ry SOURCE RESISTANGE (kohms!

Figure A2.2 (Continued)



Data Sheets for Worst-Case Analysis

2N3903 2NJ3904

ty,, CURREMT GAIN

he,. (NPUT IMPEDANCE tk ohrms)

h PARAMETERS
{VCE = 10 Vde, f = 1.0 kHz, Ta = 25°C}

FIGURE 11 - CURRENT GAIN

300 100
200 50
D Y
—— § 20 ]
’_—\/r/ g Phs
- b
100 o E 4~
] 10 - s
- 3
]
™ 550 -
5 4
20
k4 10
01 02 03 0% 10 20 30 50 10 01 02 03 05 10 20 30 5o
Ic. COLLECTOR CURRENT (mA) tc, COLLECTOR CURRENT (mA)
FIGURE 13 — INPUT IMPEDANCE FIGURE 14 —~ VOLTAGE FEEDBACK RATIO
20 10
~
T~
10/
10 _
T° 5.0 N
50 - = N
! L \
N 230
A g
20 & 20 =
\\ E N
10 = N
2 NG L1
i 10
05 =
07
02 05
0.1 02 03 05 30 10 20 50 10 0l 02 03 05 10 20 30 50
Ic, COLLECTOR CURRENT {mA) I, COLLECTOR CURRENT {mA)
TYPICAL STATIC CHARACTERISTICS
FIGURE 15 — DC CURRENT GAIN
20 r { | T J
Ty= +125°C Yee= 1.0 V-
g LT
F 10 = +25°C ~.
§ - i~ ‘\\
Z 07 | ]
= ] ‘\\
3 o5 o —55°C N
5 < \]
3 03 e 1
- LT K A
Fd ol N \
= 02 N
b
N \\
01
0.1 02 03 05 07 10 20 30 $0 70 10 20 30 50 70 100 200

FIGURE 12 — OUTPUT ADMITTANCE

247

ic. COLLECTOR CURRENT ImA)

Figure A2.2 (Continued)
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Vi, COLLECTOR EMITTER YOLTAGE (YOLTS)

V. YOLTAGE (YOLTS)

App. 2 W Data Sheets for Worst-Case Analysis
2N3903 2N3904
FIGURE 16 ~ COLLECTOR SATURATION REGION
10 | R
T, =25°C
08
c =10 mA 10mA 30mA \ 100 mA
" \ \\
A
04 N\ N
N \‘
02 N\ NN
; ~]
e S
0
0.01 002 003 005 007 01 02 03 05 07 10 20 30 50 70 10
Iy, BASE CURRENT (mA)
FIGURE 17 — “ON" VOLTAGES FIGURE 18 — TEMPERATURE COEFFICIENTS
12 10
[ e IRARII ]
! MRPANALL R
10 be(sa) @lc/ty = 10 05 - F{125°C 10 +125°C
v 11
HTH -l Bve for Veggun
08 = s 0
AT Vee @ Vg = 1.0V °; Pt L—55°CTO+25°C
E
- o
06 T -05 -
/ 2
/ a —55°C 10 +25°C
04 S 10 ——4 1
v, = l/ [ - 1T
ceran) @lc/ly = 10 +25°C 10 +125°C |
_ 1
02 L5
// 1&, '°f v'f'“'l!
ol L LTI T
10 20 S0 10 2 50 100 200 0 20 40 60 80 100 120 140 160 180 200
Ic.. COLLECTOR CURRENT (mA) Ic. COLLECTOR CURRENT (mA)

Figure A2.2 (Continued)
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MOTOROLA EMI138.A
SEMICONDUCTOR mmmmssssssss | LM239,A, LM2901,
TECHNICAL DATA LM339,A, MC3302
Quad Single Supply Comparators QUAD COMPARATORS
These comparators are designed for use in level detection, low-level ing
and memory applications in consumer automotive and indusirial electronic SILICON MONOLITHIC
applications. INTEGRATED CIRCUIT
® Single or Split Supply Operation
@ Low Input Bias Current: 25 nA (Typ)
® Low Input Offset Current: 5.0 nA (Typ) N, P SUFFIX
® Low Input Offset Voltage: 1.0 mV (Typ)} LM139A Series PMﬁgACSEﬁg#GE
® Input Common Mode Voltage Range to Gnd " ,
@ Low Output Saturation Voltage: 130 mV (Typ) @ 4.0 mA
® TTL and CMOS Compatible
® ESD Clamps on the Inputs Increase Reliability without Affecting Device ceaﬁlgg:'g:‘aes
Operation CASE 632 e
MAXIMUM RATINGS su
Rating Symbol Value Unit PLASTIC PACKAGE
Powar Supply Voiltage Voo Vde ‘ CASE 751A
LM139, AILM239, A/LM339A/LM2901 +36 or £18 - (SO-14)
MC3302 +30 or £15
Input Differantial Viollage Aange VibR Vde
LM139, ALM239, AJLM339, A/LM2901 a6
MC3302 30
Input Comman Mods Voltage Range VicMA -03to Ve Vdc PIN CONNECTIONS
QOutput Short Circuit to Ground (Note 1) Isc Continuous
input Current (Vin <~ 0.3 Vdc) (Note 2) in 50 mA ~
Power Dissipalion @ Ta = 25°C Pp oupu2 1] 4] Ouput3
Geramic Plastic Package 1.0 w
Derate abave 25°C 8.0 MWAC ouput 1 2] 12] Output 4
Junction Temperature Ty °C
Ceramic & Matal Package 175 vos 3] 2] Gd
Plastic Package 150 -tnput 1 [ ) [11] + Input &
Operating Ambient Temperature Range TA C
LM139, A ~5510 +125 +Input1 5] 0] - Input 4
LM239, A -25 1o +85
MC3302 ~4010 +85 .mz[g:t ig;ma
LM2901 —40 10 +105
LM339, A 0to+70 +input2 (7] (5 | - Input3
Storage Temperature Range Tstg —65to +150 °C
(Top View)
Figure 1. Circult Schematic
Veco + Input - Inpul 5 Output
. l ORDERING INFORMATION
: T ature
L Device “ﬁm Package
L r— £ IM133J, A | —55°10+125°C | Ceramic DIP
3 LM239D, AD §0-14
1 LM238J, AJ -25°to +85°C | Ceramic DIP
i LM239N, AN Plastic DIP
LM3390, AD S0-14
LM339J, AJ 0°to +70°C Ceramic DIP
LM339N, AN Plastic DIP
g CMa001N ~0°04105°C | pisge pip
NOTE: Diagram shown is for 1 comparator. mccg% ~40° to +85°C Gnaraasr;éc D%LP

Figure A2.3 Vendor's data sheet for Quad Comparator LM139. (Copyright of Motorola,
used by permission.)
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ELECTRICAL CHARACTERISTICS (Vc = +5.0 Vdc, T = +25°C, unless otherwise noted)

LM133A LM239A/33%A LM139 £M239/338 LM2907 MC3302
Characteristics Symbol | Min { Typ | Max | Min | Typ { Max | Min | Typ | Max | Min | Typ [ Max | Min | Typ | Max | Min | Typ | Max Unit
Input Ofteet Voltage (Note 4) Yio — 1.0 £2.0 — 1.0 120 —_ 2.0 5.0 — 2.0 5.0 -_ 2.0 7.0 — 3.0 20 mVdc
Ingest Bigs Cument (Notes 4, 5) 8 — 25 100 | — 25 | 250 - 25 100 — 25 | 250 — 25 250 — 25 500 nA
{Output in Linear Range)
Input Otisat Current (Note 4) ho — 130 25 _— 5.0 50 — 3.0 125 - 50 150 - 15.0 50 — {130 | £100 nA
Input Common Mode Voltage Range VicMR 0 — |vec [ o — [Vec | © — {vee [ @ — Jvec | © — |vgc | 0 — [Vee v
-15 -1.5 -1.5 -1.5 -1.5 -1.5
Supply Current icc
Ay = = {For Alt Comparators) ~ 08 20 - 08 20 -_ oe 20 - 0.8 20 -~ o8 20 — 0.8 20 mA
AL = =, Vg =30 Vde - 1.0 25 - 1.0 25 - 1.0 25 - 10 25 - 10 25 - 10 25
Voltage Gain AvoL 50 200 - 50 200 - — 200 - — 200 - 25 100 - 2 30 - vimv
Ry 2 15k, Vg = 15 Ve
Large Signal Responee Time — — 300 — — 300 -1 - 300 — - 300 — - 300 - - 300 - ns
V) = TTL Logic Swing,
Vygp = 1.4 Ve, Vi = 5.0 Vde,
A =5.1kQ
Rasponss Time (Nots 6) - — 13 | — - 13 - - 13 - — 13 - - 13 - — 13 - us
Vg = 5.0 Voe, Ry =5.1ka
Output Sink Current ISini 6.0 16 - 60 18 —_ 6.0 16 - 6.0 18 - 6.0 18 - 6.0 16 - mA
Vi {~) 2 +1.0 VdE, Vi{+) = 0, Vg 5 1.5 Vde
Saturation Voltage Veat — (130 [ 400 | — [ 120 [ 400 | — [ 130 400 | — [ 130 | 400 | — [ 136 [ 400 | — | 130 | s00 mv
Vii) 2 +1.0 Ve, Vi(4) = 0. Lysrye S 4.0 maA
Current o - 0.1 - - 0.1 - - 01 - - 0.1 - - 0.1 - - 0.1 - nA
Vj{+) 2 +1.0 Vdc, V(=) = 0, Vg = +5.0 Ve

PERFORMANCE CHARACTERISTICS (Vi = +5.0 Vdc, Ta = Tigw 1o Thigh [Note 3])

COEEON ‘V'6EENT ‘V'6EZNT ‘V'6ELINT

LM139A LM239A/339A LM139 LM239/339 LM2301 MC3302
Characteristics Symbol Min | Typ | Max | Min | Typ | Max | Min | Typ | Max | Min | Typ | Max | Min | Typ | Max { Min | Typ | Max Unit

Input Offset Voltage {Note 4) Via - — [0 ] — — [0 | — - [0 | — - [0 | — — 15 [ — — 140 mVdc

input Bias Current (Notes 4, 5) ™ - -~ 30 | — — Jeo | — — |30 [ — — a0 | — — [s00 | — — | 1000 nA
(Output in Linear Range)

Inpust Offsat Current (Note 4) o . — [x00 ] — — [#180 | — — [xt00 [ — — (w80 | — — |20 | — — | 1300 nA

Input Common Mode Vottage Range ViCMR 0 - [vee [ 0 — [Vec | © — Jvee [ o - Ve [ © — [ Vec | o — | Vveo 17

-2.0 -24 -2.0 -2.0 =20 -20

Saturation Voitage Vat — — {700 | — — {700 [ = — 70 | — — 700 [ — — | 700 | — — | 70 mv
Vi) 2 +1.0 Ve, Vit+) = 0, Iging S 4.0 mA

Output Laakage Current oL — — |10 — - 10 - - 1.0 — — 10 — — 19 - - 10 pA
V){+) = «1.0 Vdc, Vji~) = 0, Vg = 30 Vo

Differential input Voltage Vip - - Ve | — - Ivee | — — | Vee — - | Veo - — Vee | — - Vee Vdc
AV, 20 Vde

NOTES: 1. Thmmmmwmym;mhu?ﬂnﬂ.i%dﬁnmmmdvcc.Wmmtbvmmwmmwwm.

2. This magnitude of input current will only occur i the laads are driven more negative than ground of the negative supply vottage. This is due to the input PNP collectorbase junction becoming forward blased. acting as an input clamp
diode. There is also a lateral PNP parasitic transistor action which can cause the output voitage of the comparators o go 1o the Vo votiage levet (or ground if everdrive is large) during the time that an input Is driven negative. This
will not destroy the device when limited to the max rating and normal output states will recover when the inputs become 2 ground or negative supply.

3 (LMI39/139A) Tioyy = ~55°C, Tpygp = +125°C (LM336/339A) Tjouy = 0°C, Tig = +70°C

{LM236/239A) Ty = -25°C, TM’.,-«S&'C (MC3302) Ty = ~40°C, T,.u,-oas-c

(LM2901) Tipy = ~40°C, T"E' +105°C

At the output switch point, Vg, = 1.4 Vdc, Rg < 100 2 5.0 Vde < Vg < 30 Vde, with the inputs over the tull common mada range (0 Vdc to Vg -1.5 Vdc).

The bias current fiows out of the inputs due to the PNP input stage. This current is virtually constant, independent of the output state.

The reaponse tima spacified s for a 100 mV input step with 5.0 mV overdrive. For tager signais, 300 s is typical.

Figure A2.3 (Continued)
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LM139,A, LM239,A, LM339,A, LM2901, MC3302

Typical Characteristics
{Vce = 1.5 Vde, Ta = +25°C (each comparator) unless otherwise noted.)

Figure 4. Normalized input Offset Voitage Figure 5. input Blas Current
140 48
. (- =T
> E % Ta=-85° =)
E // s 1" g = 425°C \//
E % o] ~
1.00 3 ) — I
/1 18 =
0.80 > E 12
]
- 80
0.60 0
5 -2 0 % S0 75 100 15 0 40 80 12 18 20 u 8 32
Ta, AMBIENT TEMPERATURE (°C) Ve, POWER SUPPLY VOLTAGE (Vdc)

Figure 6. Output Sink Current versus
Output Saturation Voltage

80 | |
7.
0 T = +25°C

60 Ta = -55°C
S0 4

TA = HZ5C
49 /
30
20 74

10 4

10, OUTPUT CURRENT (mA}

100 200 300 400 500
Vg, OUTPUT SATURATION VOLTAGE (mV)

Figure A2.3 (Continued)



252 App. 2 l Data Sheets for Worst-Case Analysis

uc1825
uCc2825
UCas2s
High Speed PWM Controller
FEATURES DESCRIPTION
» Compatible with Voltage or Current Mode  The UC1825 family of PWM control ICs is optimized for high fre-
Topologles quency switched mode power supply applications. Particular care
. P Switchi was given to minimizing propagation delays through the comparators
Practical Operation Switching Frequencles - nd logic circuitry while maximizing bandwidith and slew rate of the
error amplifier. This controller Is designed for use in either current-
* 50ns Propagation Delay to Output mode or voltage mode systems with the capabillity for input voltage
+ High Current Dual Totem Pole Outputs ~ eed-forward.
(1.5A Peak) Protection circuitry ‘includes a current limit comparator with a 1V
- Wide Bandwidth Error Amplifier threshold, a TTL compatible shutdown port, and a soft stant pin which

) will double as a maximum duty cycle clamp. The logic is fully latched

¢ Fully Latched Logic with Double Pulse to provide jitter free operation and prohibit multiple pulses at an out-

Suppression put. An under-voltage tockout section with BOOmMV of hysteresis as-

+  Pulse-by-Pulse Current Limiting sure; low start up current. During under-voltage lockout, the outputs
are high impedance.

*  Soft Start/Max. Duty Cycle Control These devices feature totem pole outputs designed to source and

* Under-Voltage Lockout with Hysteresis sink high peak currents from capacitive loads, such as the gate of a
FET. Th Is desi hlewel.

- Low Start Up Current (1.1mA) power MOSFET. The on state is designed as a high level

+ Trimmed Bandgap Reference (5.1V £1%)
BLOCK DIAGRAM
Clock :4;
RT
osc

PWM Latch
cr g} \'(Sol Dom.)

1.25v

Aamp [——

E/A outld

Wide Bandwidth
Error Amp

Error_l: NI by
Amp L INV[{}—> “Inhlbit* d),,“

jl Toggls F/F 3] vo
Soft Start {8} = dlout A
CPATR
‘ 4 out B
tumsso [8) CPRTR ] fizl Pwr Gnd
14V

l|l

vee Internsl
v Bias

uvLo REF

Gnd g—_l_ 18] VAEF
“Vee Qood” Gen

LEd X~]

Figure A2.4 Vendor’s data sheet for PWM controller UC2825. (Courtesy of Unitrode
Semiconductor Products, Watertown MA.)
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ABSOLUTE MAXIMUM RATINGS (Note 1)

Supply Voitage (Pins 13, 15)

Output Current, Source or Sink (Pins 11, 14)

DG, oottt et 05A |J Or N Package
PUIBE (0.5M8) . . ... oo et 2.0A ST
Analog inputs wv [3 [16] vaer 5.1v
(PINS1,2,7) ... e 0.3Vto 7V [z [i]vee
(PINB,9) ..t e 0.3V to 6V
Clock Output Cumremt (PIN4) .. ..................... 5ImA €4 Qui3 40w 8
Error Amplifier Qutput Cumrent (Pin3) ................ SmA Gock [3] a}ve
Soft Stant Sink Current (PIn8) . .................... 20mA
Oscillator Charging Current (PIn5) . ................. -SmA Ar[g] @Pw ane
PowerDissipation . ...............c.cooviiiiiiaanay 1W cr(g] [1i]out a
Storage Temperature Range .. ............ -65°C to +150°C Ramp [7] 10} Gna
Lead Temperature (Soldering, 10 seconds) .......... 300°C
Note 1: All voltages are with raspect to GND (Pin 10); all cur- sot s (& [Jumiso
rants are positive into, negative oul of part; pin numbers refer to
DIL-16 package. S
Note 3: Consuit Unitrode Integraled Circuit Databook for ther- %
mal fimitations and considerations of package. PLCC-20 & LCC-20 FUNCTION PN
(Top View) N/C 1
S0IC-16 (Top View) Q & L Packages mv j
DW Package £/A Out 4
Clock 5
NiC 6
——o——
NV Ji8] vaers. v 3 2 12019 ar 5
NZ] s)vee 4 18 Ramp 9
E/A out[3] out B 5 17 ,__Sgﬁét_an_ 10
Clock{3] [3lve 6 16 :\l‘_llch:/I[SD :;
R[] ZPwr Gnd 7 15 Gnd 13
orfg] out A LI 14p OutA 14
RampE lGnd 9 11213 _gl%ﬁrld 12
saft Start[e] ]iLtM/SD Ve 17
QutB 18
Vee 19
VREF 5.1V 20

CONNECTION DIAGRAMS

uCag2s

DIL-16 (Top View)

ELECTRICAL CHARACTERISTICS:

Unless otherwise stated these specifications apply for , AT = 3.65k, CT = 1nF, Vcc

=15V, -55°C<Ta<125°C for the UC1825, —40°C<Ta<85°C for the UC2825, and
0°C<TA<70°C for the UC3825, TA=TJ.

‘ uc182s UC382S
PARAMETERS TEST CONDITIONS ucC2825
wiN | Tre [ max | min | Tve [ max Junirs

\' Reference Section
Output Voltage TTJ =25°C,lo=1mA 505 | 510 | 515 1 500 | 5.10 520 A
Uine Regulation 10V < Vee < 30V 2 20 2 20 mV
Load Regulation 1mA < lo < 10mA 5 20 5 20 mv |
Temperature Stabiiity* TMIN < TA < TMAX 0.2 04 0.2 04 |mv/C
Total Output Variation* Line, Load, Temperature 5.00 520 | 495 525 v

| Output Noise Voltage* 10Hz < f < 10kHz 50 50 wv

| Long Term Stability* Ta = 125°C, 1000hrs. 5 25 5 25 | mv

| Short Circuit Current VREF = OV 5 | 50 | 100 | -15 | -50 [ -100 | ma

Osclilator Section
Initial Accuracy* Ty=25°C 360 400 440 360 400 440 kHz
Voltage Stability* 10V < Vee < 30V 0.2 2 02 2 %
Temperature Stability* TMIN < Ta < TMAX 5 5 %
Total Variation* Line, Temperature 340 460 340 460 | kHz

Figure A2.4
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ELECTRICAL CHARACTERISTICS

App. 2 W Data Sheets for Worst-Case Analysis

uctia2s
ucag2s
ucas2s

Unless otherwise stated,these specifications apply for, Rt = 3,85k, Ct

{cont.) =1nF, Vee = 18V, -556°C<Ta<125°C for the UC1825, -40°C<Ta<85°C for the
UC2825, and 0°C<TA<70°C for the UC3825, Ta=T.J.
uc182s
PARAMETERS TEST CONDITIONS uc2825 ucsazs
MIN [ TvP [Max | MmN [ TYP [ maX [units
Oscillator Section (cont) .
Clock Out High 3.8 4.5 3.9 4.5 v
Clock Out Low 23 29 23 29 Vv
Ramp Peak* 26 28 3.0 26 28 30 \'J
_Ramp Valley* 0.7 1.0 1.25 07 1.0 1.26 \
‘Ramp Valley to Peak* 16 1.8 20 1.6 18 20 Vv
Error Amplifier Section
Input Offset Voltage 10 15 mVv
input Bias Current 0.6 3 0.6 3 pA
Input Offset Current 0.1 1 0.1 1 pA
Open Loop Gain iV <Vo<aVv 60 95 60 95 dB
CMRR 1.5V <Vem< 55V 75 95 75 95 dB
PSRRA 10V < Vee < 0V 85 110 85 110 d8
Output Sink Current VPIN3 =1V 1 25 1 25 mA
Output Source Current VAING = 4V 05 | 1.3 05 | -1.3 mA
Qutput High Voltage IPiNG = -0.5mA 4.0 4.7 5.0 4.0 47 | 50 \
Output Low Voltage IAN3=1mA 0 05 | 10 0 05 | 10 \4
Unity Gain Bandwidth* 3 55 3 55 MHz
Slew Rate* 6 12 6 12 Vips
PWM Comparator Section
Pin 7 Blas Cument VANT =0V -1 ) -3 -5 pA
Duty Cycle Range [} 80 0 85 %
Pin 3 Zero DC Threshold  |VANT = OV 1.1 1.25 1.1 125 v
Delay 1o Output* 50 80 50 ns
Soft Start Section .
Charge Current Veine = 0.5V 3 9 20 3 9 20 pA
Discharge Current VPINe = 1V 1 1 mA
Current Limit / Shutdown Section
Pin 9 Blas Cumrent 0<VPNS <4V 15 10 pA
Current Limit Threshold 09 1.0 11 0.9 10 1.1 v
Shutdown Threshold 125 | 140 | 155 | 125 | 140 | 155 A
Delay to Output 50 80 50 80 ns
Output Section
Output Low Level louT = 20mA 0.25 | 040 025 | 0.490 \
lout = 200mA 1.2 22 12 22 v
Qutput High Level louT = -20mA 13.0 | 135 13.0 | 135 v
touT = -200mA 120 | 130 120 | 13.0 \'4
Collector Leakage Ve = 30V 100 | 500 10 [ 500 | pA
Rise/Fall Time* CL=1nF 0 60 30 60 ns
Under-Voltage Lockout Section
Start Threshold 8.8 92 9.6 8.8 92 9.6 \
UVLO Hysteresls 0.4 08 1.2 0.4 08 1.2 )Y
Supply Current Section
Start Up Current Vee =8V 1.1 25 1.1 2.5 mA
ICC VPIN1, VPINT, VPING = OV; VPIN2 = IV 2 33 2 33 mA

® This parameter not 100% tested in production but guaranteed by design.

Figure A24 (Continued)
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Printed Circuit Board Layout Consliderations

High speed circuits demand careful attention to layout
and component placement. To assure proper performance
of the UC1825 follow these rules: 1) Use a ground plane.
2) Damp or clamp parasitic inductive kick energy from the
gate of driven MOSFETs, Do not allow the output pins to
ring below ground. A series gate resistor or a shunt 1 Amp

Error Amplifier Circuit

255

uc1s2s

ucaeaz2s

uc3azs
Schottky diode at the output pin will serve this purpose. 3)
Bypass Vcc, Ve, and VRer. Use 0.1uF monolithic ceramic
capacitors with low equivalent series inductance. Allow
tess than 1 cm of total lead length for each capacitor be-
tween the bypassed pin and the ground plane. 4) Treat
the timing capacitor, CT, fike a bypass capacitor.

Simplified Schematic

| uciezs

INV|
NON

INV

Error Amp
Quiput

Open Loop Frequency Response
100

NAN
N

Unity Gain Slew Rate

v,

b
40 ) '
Av (dB) AN A7/ \
20 Y V 0 |
\ — S
0 N 0 1
o N[O 0 02 04 08 08 10
-20 -90
TIME (ps)
-180
100 1K 10K 100K 1M 10M 100M
FREQ (Hz)
PWM Applications
Conventional (Voltage Mode) Current Mode
1/ [uciezs IswircH uc1e25
er ~V
V| pirs ]
= Cr
( I_] 1.2|5V
::. . I Ramp
;:“'mi From E/A

* A smalt fliter may be required to
BUPpPress switch noise.

Figure A2.4 (Continued)
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uc1825
ucas2s
Oscillator Circuit uc3825
Deadtime vs Ct1(3k SRT<100k)
o
20
q
£ w
02 /
an < |
07 i
wr 1 2 0w 2 4 1
Cr (nF)
Timing Resistance vs Frequency Deadtime vs Frequency
180
1006 \ Y
Q\%A V‘N& NN o:@L 140 L.
ANV £ m
10m \ \\\ \\V 5
& \\\\\ \\\\ 100
470pF
NRRNRRRK A
b 100 Tk 108 100k " 10k 100K ™
FREQ (H2) FREQ (Hz)

Figure A2.4 (Continued)
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Output Section

257

Simplified Schematic:

Rise / Fall Time {CL=10nF)

Rise / Fall Time {CL="1nF)

18 \ :2
10 [

1Y
\

]
0O 40 80 120 180 200
Time (ne)

Vour (V)
-]

Saturation Curves

2
A\ LW
° 3
\ —
[ 2 2 Ve
€ / \\ 3 Sor2 }#
5, 1
[ 0 K
100 200 300 400 800 0 05 1.0 15
Time () bour (A)
Figure A24 (Continued)
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