


























Introduction 

This book is targeted at designers of power supplies in the low to medium power range, 
roughly defined as OW to 1OkW. If you are in this group, you probably already have some 
experience with converters, at least to the extent of realizing that there are many different 
kinds. (Chapter 2 on topology talks about the various types.) There is an excellent reason 
for having many different kinds, rather than having all power supplies be mere variations 
of parameter values on a single type. This reason is twofold: the wide variety of sources 
from which converters are expected to run, and the similarly wide variety of loads 
converters are expected to provide power to. Unless you have spent many years designing 
converters, you probably don’t realize how truly diverse these two groups are-this is one 
of the things that makes power supply engineering far more challenging than, say, digital 
design. To start off this book, then, examples of sources and loads, both common and less 
so, are presented in some detail, to give you a feel for the sorts of thing you may encounter. 
The samples here are of course not exhaustive, but rather represent some of the 
(occasionally not so nice) experiences of the author in the power range under considera- 
tion; you can start your own collection. Don’t take these discussions to be comprehensive, 
as some of the sources and loads have a large literature attached to them; rather, this 
material is intended to give the flavor of the sorts of environment in which power supplies 
often need to operate. 

This introductory chapter also makes a few comments on lab safety. This is a subject 
that seems to be always ignored, both in the lab and in texts, or at least pushed to the side 
when time becomes short; and yet it is of critical importance both to you and the people 
who work for you, and for visitors to areas in which your lab work is taking place. Make 
sure to take the time to read it! 
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SOURCES 

Lab Supplies 

Everybody uses lab supplies to begin development work on a new converter. Still, there are 
a few surprises to be had, even with these supposedly ideal sources. 

The most obvious difference between lab supply types is between old lab supplies 
and new: you can easily tell which is which because the old ones seem to weigh a million 
pounds. The reason for their great weight is that there is a big hunk of steel inside, acting 
as a 60Hz (or 50Hz) transformer. The old lab supplies then act by linear-regulating the 
voltage down, and end up with a really big capacitor [ 10s of millifarads (sic) and more]. 
The rest of the volume of the supply houses a fan to keep the linear regulator from burning 
up. This reliance on steel guarantees that some supplies that are old now will still be 
around when you’re ready to retire! They just never seem to break; the author is personally 
aware of labs with quite a few old lab supplies dating from WW 11. 

New supplies are (almost) invariably based on switching regulators. (The caveat is 
for the arena of lab supplies that are required to be extremely free of electrical noise-these 
still tend to be hears, but usually only low power ones.) The switching regulator design 
makes them of course vastly lighter than their older counterparts, but does leave them 
prone to the ills that afflict switchers, a subject that will be recurring throughout this book. 
For one thing, although they also usually sport large output capacitors, any switching 
regulator can be made to oscillate if you attach enough capacitance to its output. The 
manufacturer’s intent, of course, is to have the output capacitance of the lab supply 
dominate anything you may reasonably hang on the lab supply’s output, and the internal 
control loop is compensated to provide stability with this capacitance; but if you put 
enough extra capacitance there, eventually the loop will break up and the supply will 
oscillate. The 60Hz transformer style supplies seem to be immune to oscillations in 
practice, although it ought to be possible to make a linear regulator oscillate too; maybe it’s 
just really difficult to hang that much capacitance there. 

Another problem for lab supplies is 60Hz (line) feedthrough. Here, switchers are 
much better, because they have gain at 60Hz, which radically reduces the amount of 6OHz 
signal that appears on their outputs. Also, newer switchers are better than older ones, as 
some of the older ones were actually thyristors whose control was based on line phase 
angle; these tend to have much more 60Hz noise than modem switchers using MOSFETs 
with high bandwidth control loops. The old linear supplies relied on their gigantic output 
caps to filter the ripple, but it could still be quite a nuisance. 

One other area where sometimes the old hears  are better exemplified is when you 
need to parallel two or more supplies to get up to the current level your application 
requires. (This of course requires remote sense to work at all, regardless of the type of 
converter.) With the old converters, the noise is all at 6OHz, and each converter produces 
the noise in phase with all the others, since it’s just feedthrough from the line. Though 
additive, the noise at least has a well-defined spectrum. With switchers, there never seems 
to be a synchronization pin when you need it, so that each switcher runs at its own 
frequency. If you’re unlucky, these frequencies may be fairly close together, and then you 
may get beats between the frequencies of the various paralleled converters at a low 
frequency. This is definitely undesirable for attempting to debug a new converter design. 
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AC Mains 

When you plug the toaster in, the bread gets brown. If only it were so simple for 
electronics! The AC mains is actually a wide assortment of power types, with numerous 
types of problems. Being able to really guarantee that a power supply is going to work 
successfully and have a long life running off the mains requires a lot of work, and lots of 
research into relevant (national and international) standards. Perhaps this shouldn’t be too 
surprising, when you remember that there are engineers who spend their entire lives 
working on it! 

The most obvious difference between various AC mains is the different frequencies. 
In the United States the line is at 60Hz; in Europe it’s 50Hz. Actually there’s also a 
tolerance to these numbers, so if you’re designing a supply for international use, it needs to 
work down to 47Hz, and in the United States up to 63Hz. This tolerance is necessary 
because the electric companies won’t guarantee that their big turbines will always run at 
exactly the same speed. The requirement to work at 50Hz (really 47Hz) translates into 
considerably bigger capacitors than would be needed if the design only has to work at 
60Hz. 

There are lots of different mains voltages around. In this country, 1 IOVAC (some- 
times I2OVAC) is the usual for wall outlets, but there’s also 208VAC (for your washer), 
48OVAC three-phase (for industrial sites), and 277VAC (for fluorescent lighting, though it 
also runs off 12OVAC, depending on the building). Then in Europe there’s 23OVAC. . . and 
in Australia it’s 24OVAC! Let’s not forget the cable TV coax, which distributes what’s 
called 6OVAC but is really a quasi-square wave of pretty high impedance, with a peak-to- 
peak value of about 120V 

These are just the nominal values; each mains has all sorts of tolerances as well. 
Taking the 1 IOVAC as an example, anything fiom 95V to 135VAC may be considered to 
be within normal range for a power supply to operate in without degradation of 
performance. Then there are sags and brownouts-basically the power supply has to be 
able to avoid damaging itself for any voltage from OV up to nominal (use an undervoltage 
lockout to accomplish this). Also, it may be required to provide uninterrupted power even 
when its input disappears for several line cycles of 60Hz. (The only way to do this is with 
lots of capacitance or a battery; if the supply is power factor corrected, the capacitance has 
to be on the output, making it even bigger.) 

Then there are overvoltage conditions. There are lightning strikes, which may be 
6000V at an impedance of 2R, both line to line and common mode (see Chapter 9 on EM1 
for these concepts). The types of lightning come in two flavors, a short one ( 1 . 2 ~ ~  rise time 
and 50ps decay time), and a much higher energy one that decays in lms. There are also 
transients: the line can go to 750VPk for a half-line cycle! (This is a requirement for certain 
telecommunications supplies; the regulatory agency is anticipating that a high voltage wire 
will fall across the mains during a storm, and it will take some time for the circuit breaker 
to act.) 

This short account doesn’t even scratch the surface of the numerous problems a 
power supply faces when attached to the line. Altogether, the AC mains is an extremely 
nasty environment, and it can easily happen that as much time is required to make a supply 
robust and able to pass all the national safety requirements (and which of course are 
different in each country) as is needed to design the whole rest of the supply. 
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Batteries 

Batteries represent something utterly outside the ken of most power engineers, since they 
involve chemical reactions and metallurgy. Indeed, when you talk with experts in 
electrochemistry, it turns out there’s plenty they don’t understand either. Compared with 
batteries, the AC mains is understandable, if nasty. Let’s try to collect some of the basics 
here, to let you know some of the questions to ask when faced with designing a supply that 
will run off a battery. 

First off, the author’s pet peeve: batteries are NOT gigantic capacitors. Although you 
can put energy into a battery and get it back out, application of a sine wave will reveal that 
there is no phase shift between voltage and current. Batteries also are not much good as filters, 
as we’ll discuss in a moment. So let’s talk about what batteries are, at least as sources; what 
they look like when sinking current is discussed below in the section on loads. 

A battery consists of a number of cells, usually, though not always, connected in 
series. It’s usefil to bear in mind the terminology: a cell is the basic unit of the battery, 
while a battery consists of one or more cells connected together. 

Warning! Don’t attempt to hook up cells in parallel to form your own battery, as this 
can be dangerous. Have the battery manufacturer configure the cells into the battery 
voltage and capacity you need. This caution is unnecessary if you have ORing 
diodes, and for series cell connections. 

A single cell is basically a chemical reactor of sorts. It typically consists of two 
metallic plates, with some sort of conductive path between them, which can be either 
liquid or solid depending on the particular chemistry used. The key aspect of this 
arrangement is that it has a reversible chemical reaction dependent on electricity (for 
rechargeable, or “secondary” cells; the nonrechargeable ones are called “primary”). When 
you put electricity in by attaching a source to the two metal plates (which are the cathode 
and anode), there is a chemical reaction that causes some of the material to change 
chemical state; this stores energy. When you attach a load, the chemical reaction goes 
backward toward its original state, releasing electricity again. 

What batteries look like as sources depends on what frequency is being considered. 
Let’s start with the highest frequencies and work our way down. At typical converter 
switching frequencies, 20kHz or more, batteries look like open circuits, because they have 
some small amount of inductance associated with their terminals, internal plates, and so 
on; also, chemical reactions take a finite amount of time to occur, and so present the 
equivalent of some impedance. For example, a NiH (nickel-hydrogen) cell may have 
something like 200nH inductance; a battery of five of these cells in series (to get the 
voltage up to 6V) would have about IpH. At a switching frequency of 200kH2, this is 
about IR. Thus, you can’t assume that a battery is going to sop up all the switching ripple 
your converter is generating; it is actually usually necessary to put some capacitors in 
parallel with the battery! 

Looking now at lower frequencies, say 1kHz down to a few hertz, there are a lot of 
nonlinearities due to the chemical processes. As you draw increasing current out of the 
battery, the voltage drops (the relationship is approximately a hyperbolic sine). Figure 1.1 
shows a nominal current-voltage curve of a 12V NiH battery. Nominal voltage is 12V, and 
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Figure 1.1 Typical I-V characteristics of a 12V battery. 

current coming out of the battery is defined to be negative. At small currents drawn from 
the battery, there is a voltage drop at the battery’s terminals that is approximately like a 
resistor: doubling the current doubles the voltage drop. At higher currents, the voltage drop 
becomes relatively less, until (not shown in the figure) you can pull quite gigantic currents 
out of the battery before the terminal voltage reaches OV (DON’T TRY THIS-if you 
short a battery, it may explode!) The author saw test results on a NiH cell that produced 
I500A short circuit! 

The relationship between current pulled from the battery and output voltage is 
dependent on temperature, and also on how much charge the battery has left. And you can 
damage a battery if you try to pull too current out of it. You can damage almost any 
battery if you try to pull current out of it below its rated operating temperature; for 
example, sealed lead-acid batteries don’t work very well much below -IO”C, which is 
why your car doesn’t want to start when it’s cold. 

Continuing down in frequency, on the time scale of minutes to hours, the capacity of 
a battery is measured by manufacturers by how many “amp-hours” of charge it has 
(current x time =charge). Confbsingly for power supply designers, this has no simple 
relationship to how much energy you can get out, which is not equal to the capacity times 
the output voltage; unfortunately the output voltage depends on the current being pulled! 
The behaviour of every one of these parameters is described in curves from the 
manufacturer, but the curves never seem to cover the operating point at which you’re 
actually operating. Lots of interpolation and hope are required; it’s almost always 
impractical to do your own tests on batteries. And it should be borne in mind that each 
manufacturer makes batteries a bit differently, so you can’t assume that just because two 
batteries have the same chemistry and amp-hour rating, they’re going to have the same run 
time in the field. 

Another phenomenon in this approximate frequency range is self-discharge. If you 
leave a charged battery sitting around, it will gradually lose its energy all by itself, without 
any load attached. The time required to lose a substantial portion of the stored energy varies 
widely depending on chemistry, from 24 hours for NiH to years for some lithium batteries. 

Finally, on a scale of years, after many charge/discharge cycles, the battery will no 
longer store its rated capacity. This time, which may be considered end of life for the 
battery, depends on how it is operated: how many charge/discharge cycles it’s undergone, 
how deep the discharges were, and so on. Even a battery used only for backup, and so 
being “float-charged’’ (always held !My charged) will need to be replaced in 5-10 years. 
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Every type of battery chemistry-lead-acid, NiCd (nickel-cadmium), zinc-air, 
whatever-has its own set of characteristics. So you get the idea: you could spend a 
lifetime studying batteries. The best plan is to find a manufacturer who is willing to work 
closely with you and lean heavily on that person’s technical expertise. 
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Yet another entertaining power source is solar cells. A solar cell is a diode that produces a 
current when exposed to visible light. Actually all ICs respond to light (this is why an 
EEPROM can be erased by W), but solar cells are optimized for producing a maximum 
output of electricity per unit light exposure. The current is produced at a voltage with 
characteristics pretty much like that of a regular rectifier, if you imagine it putting out 
energy rather than dissipating it. It thus has an I-Y curve that is logarithmic in current, as 
idealized in a typical curve shown as Figure 1.2. Note that contrary to the way you at first 
expect, this curve shows current versus voltage, not the other way around. This is standard 
for solar cells. If you use this curve to determine power output as a function of current 
(power = current x voltage), you find (see Figure 1.3) that there is some curent at which 
output power is maximum; of course it is not at open circuit, because then current is zero, 
nor at short circuit, since then voltage is zero. A converter always needs to operate on the 
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Figure 1.2 Typical I-V curve of a solar cell. 
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Figure 1.3 There is a peak in the delivered power from the solar cell. 
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left side of this peak power point, so that pulling increasing current will produce increased 
power. If you ever go beyond the peak power point (to the right), the system becomes 
unstable: if the converter wants to pull more power, it pulls more current, which reduces 
delivered power, causing it to pull more current, etc. That is to say, it falls down the curve. 
Finding the peak power point and ensuring that the system doesn’t go past it is always a 
major challenge for designs utilizing solar cells. 

Some types of converter utilizing solar cells act as a flyback; that is, the current is 
shorted to ground for some duty cycle and then released to power an inductor during the 
remainder of the period. This brings in another difficult aspect of solar cells: being 
semiconductors, they have a voltage- and temperature-dependent capacitance. This 
capacitance produces a momentary surge of current into the shunting device until it is 
discharged. Then, of course, the voltage doesn’t come right back up, it ramps up while 
recharging the capacitance! This time to recharge is typically a few microseconds, and so 
sets a maximum switching frequency for the attached flyback converter. 

LOADS 

High Speed Requirements 

Many people have by now heard about requirements on power supplies for micropro- 
cessors running at 3.3V the data sheets are calling out a load step of up to 30A/ps. So 
referring to Figure 1.4, let’s suppose the load changes from no load to 7A: this takes less 
than 1 ps. If your switching supply has a bandwidth of 20kHz (no mean feat), it still takes 
something like I /20kHz = Sops to change to the new load level, and so you have a deficit 
of approximately (7A/2)50ps = 175pC to support. If you need 2% tolerance on the 3.3V 
line, which is 66mv you need 175pC/66mV = 3mF (sic) of capacitance to hold up the 
output during the transient! 

It is worth observing that you can’t just stick a 3300pF capacitor in this job either, 
you have to parallel multiple smaller caps. This is because the initial voltage drop on the 
bus (see Figure I .5) is going to be due to ESR of the caps, not bandwidth limitations of the 
converter: you need 66mV/7A = 9mn of ESR maximum. If each cap has about 100mQ 
ESR, you need at least 1 1  caps in parallel to achieve this, so maybe 330pF tantalum chip 
caps would be a good choice here. Of course, this calculation assumes that the connection 
from the output of the converter to the load has no resistance and no inductance-if there’s 
any trace length, you need even better power supply performance! 

Another assumption in this calculation is that the large-signal response of the 
converter is adequate, also. This is discussed in detail in Chapter 6 on stability, but 
basically you have to make sure that the error amplifier has a slew rate adequate to track 
the small-signal response of the converter; this may not always be true. The large-signal 
bandwidth of the converter can’t be greater than the small-signal bandwidth, and if there is 
inadequate slew rate, it may be considerably smaller. 

This sample calculation makes it clear that having wider bandwidth converters and 
higher speed amplifiers is essential to keeping converter size down. In industry today, this 
is the dominant reason for continuing to push to higher switching frequency converters 
(since bandwidth can’t exceed roughly half the switching frequency). Certain actually 
working converters now switch at 2MHz, and have bandwidth of over 100kHz. 



8 Chap. 1 W Introduction 

Figure 1.4 A 7A load step in less than IKS at f = 2 0 ~ s  

Low Noise Requirements 

A load that again requires some thought is the low noise load. The power supply engineer 
should not be surprised to see a requirement for an output that requires, say, ImV,, ripple 
noise. (This is in addition to the transient response mentioned in the preceding section). 

Practical Note Somehow these ultralow noise requirements often seem to be on one 
of the outputs of the same converter that is also expected to provide 1 OA at SVDC to a 
tankful of TTL ICs. Before spending weeks in the lab working on complex filters, it’s a 
good idea to go talk with the users and make sure they really need that low noise: 
maybe they just didn’t want to bother thinking about it and hadn’t realized that their 
casual spec would make you go prematurely gray. 

I 
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Figure 1.5 Response of bus voltage. 

A common load that does require low noise is an rf (radio frequency) power 
amplifier-for example, as used in a cellular phone. The converter provides both gate and 
drain voltage to the amplifier (the amplifier is basically a FET). If there is ripple on these 
voltages at the switching frequency of the converter, the output of the amplifier will also 
have ripple, since the output power is determined by the gate and drain voltage-indeed, 
changing these voltages is the usual method of controlling the power level. Since the 
output of the amplifier is rf, the ripple shows up as sidebands on the carrier frequency. It’s 
easy to see that you don’t want any ripple (or harmonics), since this would create 
sidebands that would be demodulated as a signal by the receiver. 

Both the ripple, which is due to the peak-to-peak inductor current times the ESR of 
the output caps, as well as the switching noise, which is due to transition times of diodes 
and transistors, have to be considered to meet low noise requirements. At these levels, it is 
no longer practical to try to get a big enough inductor and enough output caps in parallel: 
the only choices turn out to be a linear post-regulator or extra filter poles following the 
main converter. 
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The linear postregulator is never very desirable because it is inefficient. The extra 
filter poles mean specifically an extra L and C following the main output filter as shown in 
Figure 1.6. The only tricky part is deciding what to do with the feedback loop to the 
converter. The simplest solution is to continue to use feedback from the main converter 
output cap; the converter then sees only two poles and is easily stabilizable regardless of 
how large the additional filter is. However, the response of the additional filter is now 
uncontrolled, and it will probably ring when excited by a step load, defeating its purpose. 

Main converter 
inductor 

Additional 
filter .-.........-....._.._, 

Main converter 
output cap - 

Figure 1.6 Low noise output can be achieved with an additional LC filter. 

A better choice is to get the converter feedback at the output of the additional filter. 
This introduces two extra poles, making the converter unstabilizable if the poles are too 
low in frequency. 

Practical Note A good choice is to make the resonant frequency of the additional 
filter approximately 10 times higher than the bandwidth of the converter. This then 
gives little phase shift for the compensation to deal with (see Chapter 6), and may still 
give adequate attenuation at the switching frequency. Generally, the inductance 
should be made small and the capacitance large, to decrease the converter’s output 
impedance. 

Practical Note You usually end up with quite small inductance required for this type 
of post-filtering, perhaps some hundreds of nanohenrys to a few microhenrys. Instead 
of trying to use a ferrite bead, which has trouble supporting DC current, try using one 
of the small MPP toroids as a bead, making it a single turn by just passing the output 
bus through it. 

I J 

The worst load will occur when you need fast transient response and low noise 
together; then you will have to combine techniques from both these sections, and can 
expect to spend a lot of sweat on it. 

Batteries, Again 

Batteries were unpleasant sources, so, just as you would expect, they are unpleasant loads, 
too. The first thing about them is pretty obvious: when you need to charge a battery you 
can’t just apply a voltage to it, because the amount of current the battery takes is 
exponential in the voltage. You need to have a way of controlling the current. 
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The way charging current is measured in databooks (discharge current is measured 
this way, too) is in terms of “C.” This is best elucidated with an example: a 20A-h capacity 
battery is said to be being charged at C/5 (no one says 0.2C for some reason) if the current 
into it is 4A (20/5 = 4). That is, the 1 C rate is a current that would nominally recharge the 
battery in 1 hour (20A x 1 h = 20A-h). Notice that “C“ is a current, measured in amps; 
the capacity of the battery is measured in amp-hours, making its units charge. 

To get a battery hlly recharged, (don’t ever discharge a primary battery to zero, it 
damages the battery), you need to first recharge it at a relatively high rate. (How high? The 
higher the charge rate, the more inefficient the recharging will be, because the battery will 
actually warm up. If you don’t expect to use the battery soon in the system-for example, 
if it’s used in a standby application--C/20 is a good choice.) After recharging to maybe 
80-90% of capacity, you can taper the current off, that is, reduce the charge rate, to get 
back to a hlly charged state. You usually don’t want to continue charging at the high rate 
for this last portion of charge because this can cause the battery to heat. Keeping up the 
high charge also makes it difficult to know the actual state of the battery, since the 
“resistance” of the battery means that the terminal voltage will be higher when a lot of 
current is being pumped in. Some types of battery can be severely damaged by being 
overcharged. Because of the inefficiency of the chemical reactions inside the battery, you 
typically have to put 5-10% extra charge in beyond what you took out. Actually, the 
battery self-discharges, so you have to keep on putting a little bit of current in forever, even 
when you don’t use the battery. 

This last state, called trickle charge (or float charge), is usually done with a voltage 
rather than a current, because the amount of current required can be so small as to be hard 
to measure. A typical float-charge regime for a 12V, sealed lead-acid battery might be 
13.6V+ 30mV ( T  - 25”C)f0.2V; in a filly charged battery, this may correspond to a 
rate of C/lOOO, a few milliamps. 

So handling a battery properly requires fairly good measurement of current (down to 
milliamps and up to several amps), and voltage (200mV/13.6V = 1.5%), and long 
integration times (keeping track of current for a 20-hour recharge). This application 
cries out for a microcontroller in your converter. Are you ready for this? 

Telephones 

Telephones, which have been around for 100 years, were designed with large pieces of 
steel and copper in mind, not semiconductors. They are powered by the phone line, not by 
the local mains, which is why your phone continues working when the lights go out. They 
are thus typically located hundreds of meters away from their power supply, which 
introduces substantial resistance and inductance between the supply and the phone. 

A telephone can be modeled as having three different states: either it is not in use, or 
it is ringing, or else it is off-hook and in use. These three states have different 
characteristics, and the characteristics of each are (naturally) different in each country. 

To appreciate how hard it is to drive a telephone in the ringing state, consider some 
sample numbers. In the ringing state, a phone looks like a resistor in series with a 
capacitance, and it has to be driven by a low frequency sine wave. This sine wave has to 
have a minimum voltage at the phone of 40V,, (in the U.S.) or 35V,, (in Germany); in 
reality, the voltages required from the supply are considerably higher because the output of 
the supply is divided down by the various line impedances before it reaches the phone. 
U.S. phones are approximately 7kR in series with SpF, and are driven with a 20Hz sine 
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wave. German phones look like 3.4kR in series with 850nF and are driven with 25Hz. 
Phones in France are required to be more than 2kR and less than 2.2pF, and can be driven 
at either 25 or SOHz, depending on whether the driver is differential (“balanced”) or not. 
Electronic phones can be almost any load whatsoever, from 6w2 to 60w2 or more! And yet 
the power supply has no way of knowing which of these telephones it will be powering, 
unless it is tailored for each country individually; indeed a supply running five phones 
needs to be able to power both conventional and electronic types simultaneously. 

A quick calculation [xc  = 1/(2n x 20Hz x 8pF) = lw2 < 71621 shows that U.S. 
phones, because of their large capacitance, are dominantly resistive, whereas German 
phones [ x c  = 3/(2n x 25Hz x 850nF) = 7.5kR > 3.4w21 are dominantly capacitive. 
French phones [xc  = 1 /(2n x 25Hz x 2.2pF) = 2.9162 > 2162, while xc = 
1/(2n x 50Hz x 2.2pF) = 1.45W2 < 2W2] can be either resistive or capacitive! Thus 
the power supply has to be able to produce this high voltage sine wave into a load that 
may have either 0” or 90” of phase shift. When you add in cabling inductance, it turns out 
the load could even be inductive and have a -90” phase! 

As if this weren’t nasty enough, when you are talking on the phone, it looks like a 
pure 200R resistance. So here you are driving a 120V,, sine wave into a reactive load, and 
when the user picks it up, suddenly it becomes a 2000 resistor! Of course, the supply must 
quickly change its drive-therwise it would be supplying huge power (a single supply 
should be able to power five phones). But because of the differences in phones of different 
types, the same measurement technique can’t be used even to determine when the phone 
has been picked up. In the United States, for example, they look for a certain level of 
current (since it is mostly resistive), but in Germany, with the big capacitor, there is no 
substantial change in current (although there is in power), so they look for a phase change. 

FI uorescen t Tubes 

Fluorescent tubes are another unusual type of load, driven by a special type of power 
supply called a ballast. Tubes come in quite a variety of types, the ubiquitous 4-foot-long 
ones you never pay attention to overhead, 8-foot-long ones you see in supermarkets, 
circular ones, cold-cathode types you use on your desk, sodium lamps in parking lots, etc., 
etc. They all have different characteristics to contend with, but the fundamental distinction 
among them is whether or not they have heated filaments. Those that don’t have heated 
filaments require only a single pair of wires; those that do work basically the same, but 
require in addition extra pairs of wires for the filaments. Since the two types are otherwise 
similar, this section concentrates on tubes with heated filaments. 

A fluorescent tube can be thought of as similar to a vacuum tube, except it’s not a 
very good vacuum. The glass tube has some gases in it (such as argon), and a drop of 
mercury liquid, which vaporizes when the tube is working. The glass in turn has some 
phosphors coating its inside (similar to a television tube). The tube works when a voltage is 
applied across the gas from one end to the other. (There is actually a cathode and an anode, 
but since fluorescent tubes are usually operated with AC, this is an unimportant distinction. 
AC is used rather than DC so that both ends have a chance to be the anode, reducing wear 
on the electrode.) The voltage is enough to cause the gas to ionize, which is to say, it forms 
a plasma. Getting a headache yet? The plasma gives off UV light, which the phosphor 
coating on the glass changes into visible light. Altogether, this is not a real efficient 
electrical process, but it is substantially more efficient than what normal incandescent 
bulbs do, which is to make a piece of metal so hot that it glows. 
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Safety Tip Since fluorescent tubes contain mercury, which is highly dangerous, don't 
go smashing fluorescent tubes! Leave them intact to be handled by those who know 
where to dispose of them without contaminating either people or the environment. 

When a fluorescent tube has been off for a while, it requires a high voltage to get it 
started (because the mercury is liquid). In this state the tube is a high impedance. Cold 
cathode types @e., those without heated filaments) just require this high voltage to be 
applied for a certain length of time, after which they turn on. Those with a filament require 
their filaments to be heated, preferably for several hundred milliseconds prior to applica- 
tion of the high voltage; failure to preheat seriously degrades the life of the tube. The 
whole electronic ballast industry got off to a bad start because early electronic ballast 
designers overlooked this fact. 

After the filaments have been heated and the high voltage has been applied, the tube 
turns on. In this state, it is approximately like a zener: passing double the current through 
the tube changes the end-to-end voltage perhaps 10%. Of course, passing double the 
current the tube is rated for almost doubles the light output, but it also degrades the life of 
the tube. 

In this on state, the filaments still have to be heated, but with considerably less power 
than during preheat. Since the filaments are basically just pieces of resistive wire, this can 
be accomplished by reducing the filament voltage. 

Other Converters 

The most common type of load for your converter is another switching converter. The 
troubles potentially associated with having two converters in series are discussed in some 
depth in Chapter 6 on stability. Here it is sufficient to state that two converters, each of 
which is individually stable, can both oscillate if attached in series! The reason has to do 
with the negative input impedance of a switching converter, that is, increasing the input 
voltage causes the input current to decrease, because the converter is a constant power 
load. It is well known that negative impedance loads are used in oscillators of many types 
(intentional or unintentional). 

Power supplies often generate high voltages, or work off an AC mains. The author feels 
very strongly that he would be remiss not to at least touch on a subject that is often ignored 
in labs under the pressure of schedules: personal safety. 

To start off with a true horror story, the author was once in a lab working on 277VAC 
when one of the engineers accidentally touched this voltage inside a circuit he was 
probing. The engineer fell backward over the chair he was sitting on, crashed to the 
ground, and lay there twitching uncontrollably for a minute or more. Falling over probably 
saved his life, since it disconnected his hands from the line. 

The important thing to know is that (aphoristically) current is what kills, not voltage. 
If more than a few milliamps passes through your heart, it can fibrillate (stop beating). 
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How much current is required depends on all sorts of factors (How humid is it? Are your 
palms sweaty?), but here is the practical safety tip: 

I I 

Safety Tip If you’re working on anything higher than SVDC, keep one hand behind 
your back (e.g., hold onto your belt). This prevents current from flowing into one hand, 
through your heart, and to the other hand to complete the circuit. 

All the time people tell me that this rule is too conservative: It’s only 12V! It’s only 
60V! It’s only 120VAC!L-(Someone actually told me this last one.) But you can actually 
get a nasty jolt from a 1.5V D-cell, if you go about it right. It’s better to be safe. 

For the same reason, you don’t want to have a good conducting path to ground: 

Safety Tip Wear shoes with rubber soles in the lab. This prevents current from 
flowing into your hand, through your heart, and down your leg to ground, completing 
the circuit. 

Did you know that the metallic case of an oscilloscope is attached to the ground of 
the BNC inputs? In many labs people look at signals that are not ground-referenced by 
floating the oscilloscope, that is, defeating the three-wire connection on the oscilloscope’s 
power cord by using a “cheater” to convert it to a two-wire connection. Unfortunately, the 
oscilloscope’s case thus sits at the potential at which the probe ground is attached, just 
waiting for someone to come along and get a shock by touching it. (The 1 OMR impedance 
of the probe is in the signal path; the ground connection is a short.) There’s a good reason 
that the plug is three wire, and as power engineers you should be the most familiar with it. 

Safety Tip Buy an isolator for the oscilloscope, and throw away all cheaters. The 
isolator allows each probe’s ground to be at any potential. If you are trying to use 
cheaters because of perceived noise in the system, you’d better look at system 
grounding rather than covering it up. (Try connecting all the ground posts of the 
different instruments together, and attaching them to the converter’s return at only a 
single point. Also try attaching all instruments’ power cords to the same power strip.) 
You can now get isolators with bandwidths up to 50MHz, and isolation of 1500V, more 
than enough for most power work. 

Buying isolators for each oscilloscope in the lab may seem expensive at first, but 
management will become very receptive to the idea as soon as they hear the words 
“wrongful death lawsuit”. 

Another practice to be careful about is leaving a power supply running while you go 
out of the room to do something else. It is a particularly bad idea to leave a power supply 
running overnight, as in a burn-in test. There’s always a VP walking through at such a time 
who feels obliged to stick a finger in; or else, have you thought about the janitorial staff 
sweeping the floor and snagging a dangling line? 
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Safety Tip If you're not present, the power supplies you work with should either be 
off, inaccessible, or surrounded by a barrier. A plastic link chain would be good. Or 
how about a piece of magnet wire strung in front across two chairs? A warning sign 
would be a nice addition (not replacement), and maybe you can make it multilingual 
and graphically enhanced (with a skull and crossbones). 



Practical Selection 
of Topology 

INTRODUCTION: THERE ARE HUNDREDS OF TOPOLOGIES! 

Before you can begin any sort of design work on a converter, you have to select a topology. 
This is a really important task, as all other design selections depend on it: component 
selection, magnetics design, loop compensation, and so on; if the topology changes, these 
must change as well. So before getting started, it’s always a good idea to spend some time 
carehlly looking at the power supply’s requirements and specifications to ensure that a 
proper topology is selected. 

But how to choose? Some books on power supplies are nothing but compendiums of 
dozens of topologies, each with a few paragraphs descnbing the general idea of how the 
topology works, but little or nothing about the pros and cons of each, and certainly without 
guidance as to how to select one out of the many. Indeed, it has been shown in recent 
classification papers (see, e.g., Ref. 1) that resonant topologies alone number in the 
hundreds! 

In this chapter, we’re going to do it more practically. We’re going to mention only the 
half-dozen or so topologies that are most commonly used in the low to medium power 
range, and clearly spell out their pros and cons. This book can’t give absolute guidelines 
about which topology to use, because in fact you can make almost any of them work for a 
given application; but it will give strong opinions about which topologies not to use when, 
and the reasons why. In the first section on general considerations, we list the various 
criteria you need to consider when selecting a topology. The remainder of the chapter 
discusses the common topologies and some of their aspects vis-&vis the criteria. 

17 
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GENERAL CONSIDERATIONS 

Step-up or Step-Down 

One of the very first things you need to think about to select a topology is whether the 
output voltage or voltages is (are) higher or lower than the input voltage, and whether this 
is true over the whole range of input voltages. For example, the buck converter can only 
step down the voltage; so the output voltage has to be less than the input at all times. 
(Details about the various types of converter mentioned in this section can be found in the 
sections of the chapter below.) If you have a 24V input that you want to step down to ISV, 
that’s fine for a buck; but if the 24V actually has a range from 8V to 80V (as in MIL-STD- 
704A) then you can’t use a buck, because you can’t have 8V in and 15V out. 

Practical Limits on Duty Cycle 

Furthermore, there is a practical limit to how large or small a conversion ratio (output 
voltage divided by input voltage) can be achieved with a switching converter. First, the 
achievable duty cycle (definition: duty cycle =on time/switching period of a switch) for a 
converter has both a maximum and a minimum limit. In some topologies, you can’t go 
above 50% duty cycle. In any case, commonly available PWM ICs often don’t guarantee 
that they can reach duty cycles above about 85%. And in any case, many of them also 
don’t hnction properly below about 5% duty cycle; which at reasonable switching 
frequencies is just as well, for you can’t drive the gates of MOSFETs fast enough to get 
reasonable losses. 

EXAMPLE 

If your switching frequency is 250kHz, the period is 4 p .  At a duty cycle of IO%, the on-time of the 
MOSFET is only 400ns, and if it takes 1 OOns to turn on the MOSFET and another lOOns to turn it 
off, almost all the period is eaten up in transitions, making for a lossy converter. 

Practical Note Don’t plan on running duty cycles outside the limits of approximately 
10% minimum or 80% maximum (45% maximum for converters with a theoretical 
maximum of 50%), without taking special precautions (type of IC used, high current 
gate drives, etc.). 

There is a way around the limitation in duty cycle just illustrated: by using a 
topology that has a transformer, you can achieve a greater conversion ratio by a factor of 
the turns ratio. However, there are limits even to this. If the turns ratio becomes extremely 
large, the gross mismatch in wire gauge between the primary and secondary makes the 
transformer difficult to wind. 

Practical Note In general, transformers should have a maximum primary to second- 
ary turns ratio of 10 : 1 or a minimum of 1 : 10. If you need to get really high voltages 
from a low voltage, or vice versa, you should think about either a two-stage converter 
or a voltage multiplier on the secondary. 
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How Many Outputs? 

Closely connected with the question of duty cycle is the need to determine how many 
output voltages are to be generated. For example, if the answer is anything other than 
“one,’’ a buck isn’t suitable. Other practical limitations with some types of converter 
(concerning how many outputs should be planned on) are discussed below. 

In the general sort of case, you may find that there are ways around such limits. For 
example, it may be possible to postregulate an output to generate another voltage. A 
common example might be a buck converter which produces a + 5V output, and then uses 
a linear regulator (or even another switcher) with the + W a s  input to generate +3.3V. The 
losses associated with this may be justifiable due, for example, to transient or noise 
requirements on the additional line. 

In the worst case, it may make sense to design two separate converters, rather than 
trying to design and produce extremely complex magnetic pieces with large numbers of 
windings. Indeed, some of the worst converters the author has ever had to deal with (from 
the standpoint of producability and maintenance) have been multiwinding units, whose 
designer thought a few pennies could be saved by using a single PWM IC instead of two, 
and instead ended up spending dollars trying to make a very complicated transformer. The 
cost of magnetics should be considered up front, before any design is done, to avoid 
getting trapped with this problem. 

Isolation 

Another question that should be asked up front is whether primary to secondary isolation 
is required. There are all sorts of safety rules in the commercial world (as well as EM1 
questions, considered below) that may make isolation necessary. A typical example might 
be that the input has SOOVAC applied to it relative to the output. But as soon as you know 
you need isolation, a number of topologies are immediately ruled out, that is, anything 
without a transformer (buck, nonisolated flyback, etc.). 

Hopefdly you’ve been lectured often enough, “Think about EM1 from the start of the 
design, don’t wait till the converter’s already designed to start looking for Bandaids.” 
Topology can have a lot to do with success in EMI. To start with the most basic aspect, if 
you have a nonisolated system, you have no common mode noise, since there is no third 
wire involved in the system! (EM1 has a special chapter, Chapter 9, that explains these 
concepts in detail.) This makes filtering easier on you, the designer, if not easier overall. 

Furthermore, some topologies are inherently more noisy than others. A distinction is 
to be made between topologies that disconnect the input from the converter during some 
portion of the period (and thus necessarily have discontinuous input current), and those 
that don’t; the latter are easier to filter because the current has “less sharp edges.” Among 
the latter, we distinguish those that operate in discontinuous mode from those that operate 
in continuous mode (this concept is discussed below), since the discontinuous operation 
also results in some portion of the period when the input current goes to zero; by the same 
reasoning, continuous mode will be easier to filter. 

An example of a converter that disconnects the input is a buck, since when the 
switch is open, input current is zero. A nonisolated flyback always has the inductor 
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connected to the input, but whether the input current is continuous depends on whether the 
flyback is being operated in continuous or discontinuous mode. 

I recommend against using any of the topologies that claim they have no input 
ripple. Experience shows that they generally have very expensive magnetics. 

Bipolar versus MOSFET versus ? 

This question of what switch to use isn’t directly related to topology selection, but should 
be considered up front also. The reason is that different types of devices have very different 
types of drive requirement; driving a bipolar transistor can be so hard that you will want to 
limit yourself to a single-switch topology. As of the date of writing, in the low to medium 
power range covered by this book, MOSFETs are used at least 90% of the time, both in 
commercial and military work. Indeed, except for special reasons, you should simply plan 
on using MOSFETs. 

One of the special reasons is cost. For really high production quantities, a bipolar 
may still at times be cheaper than a MOSFET. However, a bipolar usually means a lower 
switching frequency than a MOSFET, and so the magnetics will be larger. Where does the 
cost advantage lie? You will have to do a detailed cost study to find this out. 

You may also weigh the possibilities of a bipolar design for high input voltages, such 
as in 277V off-line conversion, or in a converter such as a push-pull, where you get double 
the input voltage, plus transients. You can get a 15OOV bipolar, but the maximum 
MOSFET voltage is IOOOV. Of course, for this you might consider an IGBT, which is 
industry standard for off-line these days. Unfortunately, although these transistors are 
driven like a MOSFET, you are then back to bipolar switching speeds again. 

Continuous and Discontinuous 

Continuous or discontinuous refers to the current in the inductor: in a discontinuous mode 
converter, the inductor current goes to zero at some time during the period. Stated 
differently, the difference between continuous and discontinuous mode is that to have 
continuous mode, you have to have enough inductance that at minimum load (including 
any preloading) there is still inductor current flowing at all times. In equations: 

VO”tT(1 - D) 
L Iloadmin 2 

where Tis the period and D the duty cycle, and we have assumed that the forward voltage 
drop of the rectifier is small compared with the output voltage. Of course, if minimum load 
current is zero, you necessarily have discontinuous mode (except see below). 

Practical Note The key thing is to choose either continuous or discontinuous;,don’t 
allow the converter to be sometimes one and sometimes the other depending on the 
load. This can make it difficult to stabilize the loop. 

I I 

An exception to this general rule occurs with synchronous rectification. A converter 
using synchronous rectification is always in continuous mode. Thus, no minimum 
inductance is required. 
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Synchronous Rectification 

In many applications nowadays, converter efficiency is (almost!) more important than cost. 
Indeed, looked at from the consumer’s viewpoint, a more efficient but more expensive up- 
front converter actually is cheaper, because the cost of downtime can be so high: an extra 
half-hour of compute time on a laptop computer, for example, would certainly be worth an 
extra dollar in the power supply. 

When efficiency is important, it certainly pays to consider the use of a synchronous 
rectifier, that is, a system in which the hnction of the output rectifier is accomplished by a 
switch, invariably a MOSFET. Many ICs available today will h v e  both a main switching 
FET and a synchronous rectifier as well, so this can be far less painhl than it was just a few 
years ago, when a second drive had to be developed using discrete components. 

A further reason to consider using synchronous rectification is that as noted above, it 
converts a (potentially) discontinuous mode operation converter into a continuous mode 
operation. This is because even at no load, the current can flow in either direction in the inductor 
(because an “on” MOSFET can conduct in both directions). Using a synchronous rectifier, 
then, relieves you of having to worry about changing modes (which can be bad for converter 
stability, see Chapter 6), or about minimum inductance to ensure continuous operation. 

One small downside to synchronous rectification deserves mention here. The main 
switching MOSFET has to be off before the synchronous rectifier is turned on, and vice 
versa. If this detail is neglected, there will be shoot-through: the input (or output) voltage 
will have a direct path to ground, engendering very high losses and potential failure. 
During the interval of time when both MOSFETs are off, the current in the inductor has to 
flow somewhere. Generally, the body diode of the MOSFET should not be used to carry 
this current, because this diode has a very long reverse recovery time. Suppose the body 
diode is intended carry the current while the MOSFETs are off. While the body diode is 
recovering, it acts like a short, so there is once again a path from input (or output) to 
ground, giving rise to shoot-through. To get an idea of the potential for trouble here, 
consider Figure 2.1 B. 

The bottom line is that it is necessary to have a Schottky diode in parallel with the 
MOSFET’s body diode, to carry the current during the time when both FETs are off. (The 
Schottky has a much lower Vf than the body diode, and so carries essentially all the current; 
the reverse recovery time of the body diode depends on its previous forward conduction 
current, which is therefore negligible.) 

+V 

Figure 2.1 (a) Nonsynchronous converter uses a diode, whereas (b) a synchronous 
converter uses a MOSFET. 
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Voltage Mode versus Current Mode 

You might observe that the distinction between current mode control and voltage mode 
control has not been mentioned in this list of things to consider up front. This is because 
this is really a control issue; most every topology can have either type of control. There is 
one point, though, on which there can be significant effects of selecting one or the other: if 
currents are high, current mode is going to require sensing the current with either a resistor 
(which will dissipate a lot of power) or a current transformer (which costs money). As a 
mitigating factor, though, this sensing makes overcurrent limiting straightforward. So for 
higher power outputs, it’s worth thinking about this choice as well. 

Conclusions 

The more you know about the system in which your power supply is going to be operating, 
the better you can make design choices up front. And making proper choices at the 
beginning is vastly less costly and time-consuming than trying to make fixes later. 

Practical Note Make yourself a checklist from the specification sheet for the 
converter, and go through each of the items above. You’ll often find that you come 
down to only one or two possibilites for a topology based on these constraints, and 
then topology selection may be easy, based on cost or size. For convenience, Table 
2.1 summarizes the various choices talked about in this section. 

I I 

TABLE 2.1 Topology Selection Checklist 

1. Srep-up or step-down. Is the input voltage always higher or always lower than the output? If not, you can’t use 
a buck or non-isolated flyback. 

2. Duly cycle. Is the output voltage different by more than a factor of 5 from the input voltage? If so, you 
probably will need a transformer. Calculate duty cycle to ensure that it doesn’t have to get too small or too 
large. 

3.  How many ourpur voltages are required? If more than one, a transformer may be required, unless you can 
postregulate. Large numbers of outputs suggest more than one converter may be a good choice. 

4. Is isolation required? How much voltage? Isolation necessitates a transformer. 
5 .  What are rhe EMI requirements? Tight requirements suggest staying away from topologies with discontinuous 

6.  Is cosr so pammounr that a BJT might be a choice? Or if off-line, an IGBT? Otherwise, plan on MOSFETs. 
7. Is rhe supply required to opemte with no load? If so, choose discontinuous mode-unless the answer to 

8 .  Can synchronous rectification be afforded? This makes the converter continuous regardless of load. 
9. Is the ourpur current very high? Then it might be good to use voltage mode rather than current mode. 

input current, such as a buck, and choosing continuous mode operation. 

question 8 is yes: 

THEBUCKTOPOLOGY 

Turning from generalities to specific converters now, it is assumed that you know what a 
buck converter looks like. A sample is shown later (Figure 6.17). Instead of being yet 
another compendium of topologies, this section, and those following it on the other 



The Buck Topology 23 

topologies, concentrates on practical difficulties with each topology, and some possibilities 
for circumventing them. Concentrating on the problems up front will enable you to make a 
better selection of topology, by highlighting areas that will consume much of your time in 
the design and debugging phases. 

Limitations 

As mentioned under General Considerations, there are a number of limitations to the buck 
topology that need to be addressed at the start. 

1. Although a buck converter is conceptually clean in having only an inductor and 
no transformer, this means in turn that it’s not possible to have input-to-output 
isolation. 

2. The buck can only step down the input voltage: if the input is ever less than the 
desired outputsconverter  won’t work. (However, see the section below on the 
buck-boost.) You use a buck to generate a negative voltage. Figure 2.2 shows 
such a configuration. When the transistor turns on, current in the inductor ramps 
up. When the transistor turns off, the inductor current is pulled from the output 
capacitor, pulling it negative. 

Positive Neaative 
- 0 -  - - U - 

voltage t i  n voltage T input - =fi OUtDUt 

Figure 2.2 Using a buck to convert a positive input voltage to a negative output voltage. 

3. The buck only has one output. This is fine if you’re looking for a 5V-to-3.3V 
converter, but unless you’re willing to contemplate a second stage of regulation, 
such as a linear postregulator, the many applications in which you’re looking for 
multiple outputs are ruled out. 

4. Although the buck can be either continuous or discontinuous, its input current is 
always discontinuous, meaning that during the portion of the cycle when the 
transistor is off, the input current goes to zero. This makes the EM1 filter larger 
than it might need to be with other topologies. 

Gate Drive Difficulties 

Driving the gate of a buck can get to be quite a nuisance, not to say a problem. The trouble 
is that to turn on an n-channel MOSFET, the gate voltage has to be at least 5V and more 
likely 1 OV above the input voltage (respectively 1 V and 5V for logic-level FETs). But how 
do you generate a voltage higher than the input? The easiest way around this problem is no 
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doubt to use a p-channel FET, so it can be turned on just by pulling the gate to ground. 
Unfortunately, p-channel FETs usually have substantially higher RDs,on than n-channels 
do, and cost rather more, Besides, the input voltage would have to be less than 20V to 
avoid blowing out the gate, ruling it out in a number of applications. The reality of using 
p-channel MOSFETs is this: with a pull-down resistor, you usually can't get enough 
switching speed on the gate for the efficiency you want, and you end up going back to an 
n-channel after a few frustrating days of lab work. 

I I 

Practical Note Except for very low input voltage converters, build your buck 
converter with an n-channel MOSFET. 

One common way to drive the gate is to use a gate drive transformer that isolates the 
driver from the gate (Figure 2.3). 

F 
T 

To gate drive 

Figure 2.3 Use of a transformer to drive a buck transistor. 

The capacitor on the drive side of the isolation transformer prevents DC current from 
flowing through the primary while the gate drive output is high. The capacitor and diode 
on the other side restore the voltage to unidirectionality-otherwise a 12V drive on the 
primary becomes a f 6V drive on the secondary. The gate resistor is always necessary (see 
the discussion in Chapter 3 on components), and finally, the gate-source resistor is just a 
bleed: if the gate drive stops switching for some reason, the gate eventually turns OK 

Practical Note Choose the two capacitors in this gate drive circuit to be at least 10 
times bigger than the gate capacitance-remember that they form a divider with this 
capacitance, and so this way you'll get at least 90% of the drive voltage on the gate. 
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Although this system is relatively cheap and works well, it is limited in maximum 
duty cycle because the transformer has to have time to reset. 

A method that allows extremely fast gate drives utilizes a separate push-pull 
housekeeping converter to generate a DC secondary voltage referenced to the source of 
the MOSFET (F ground in Figure 2.4). It's not necessary for this second converter to be in 
a closed loop; if it comes from a regulated source, a fixed duty cycle converter works well. 
You can then have a gate driver IC referenced to the source, and really drive the MOSFET 
fast. Although I have used this circuit many times, it is somewhat expensive because of all 
the extra parts needed. (You could use a 555 timer for generating the 50% duty cycle.) 

I 
15V with 

Drive signal 

... 

L' 'I -I 50% Duty cycle 

Figure 2.4 Generating a floating supply to drive a buck transistor. 

You also need a way of signaling the floating system to control the gate driver. The 
signal of course can't tolerate excessive propagation delay, ruling out slow optocouplers 
such as the 4N48. To avoid having yet another transformer, I have found the HCPL2601 
family of optocouplers to be excellent even for very high input voltages, because of their 
excellent dV/dt rating. 

THE FLYBACK 

Two Kinds 

There are two kinds of flyback, the nonisolated flyback (Figure 2.5) and the isolated 
flyback (Figure 2.6), 
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Figure 2.5 Basic nonisolated flyback Figure 2.6 Basic isolated flyback 
topology. topology. 

which we explicitly show to avoid name confusion (see below). To be absolutely sure, let’s 
briefly describe their operation. 

The nonisolated flyback turns on its switch for a fraction D of the switching period, 
which, since it produces a voltage across the inductor, causes current to ramp up, storing 
energy in the inductance. (More explicit details are given in Chapter 5 on magnetics 
design.) When the switch turns off, the inductor current goes through the diode and into 
the output capacitor and load. 

The isolated flyback works entirely analogously. During the on-time of the switch. 
energy is stored in the inductance of the primary. Looking at the dots on the transformer, 
we see that when the switch turns off, the drain voltage rises above the input voltage, 
which causes the secondary voltage to rise above ground; this turns on the diode, again 
providing output current to the capacitor and load. 

The nonisolated flyback has a single output (there’s no way to make more than one). 
That output is not isolated from the input, and the output can’t be made less than the input 
voltage+ven if you turn the transistor completely off, the output will equal the input 
(minus a diode drop). On the other hand, if all you’re looking for is a single nonisolated 
output, this flyback has only a single-winding inductor to deal with. 

The isolated flyback can have multiple outputs if multiple secondaries are put on the 
transformer, and all those outputs can be isolated from the primary, and potentially from 
each other. Further, the outputs can be made to have any value whatsoever, simply by 
adjusting the primary to secondary turns ratio. The downside is that the magnetics is now a 
multiwinding transformer (see below). 

Name Confusion with Boost 

Frequently people call the nonisolated flyback a “boost” converter. The term “boost” does 
not appear again in this book. The terms “nonisolated flyback” and “isolated flyback” are 
consistently used to refer to the topologies shown in Figures 2.5 and 2.6. As discussed in 
Chapter 6, the distinguishing feature of a flyback topology is that the magnetic structure 
stores energy during a portion of the switching cycle; this is why we use the same name for 
these two topologies. 
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Practical Note Whenever you’re reading something that refers to a “flyback” or 
“boost,” look carefully at the schematic to see what topology is actually being talked 
about. The literature is inconsistent, resulting in endless confusion. 

Continuous versus Discontinuous 

Both types of flyback can be run in either continuous or discontinuous mode. In a general 
sort of way, though, a flyback is usually used to enable the converter to go to no-load 
current without needing any preload. (At no load, the switch is simply turned off until the 
charge on the output capacitor bleeds off, and then turns on again for a single pulse. This is 
known variously as “pulse-skipping mode” and other similar terms.) For this no-load 
operation to work, you need to operate in discontinuous mode, and as indicated before, it’s 
best not to change modes because of difficulties in controlling the converter’s loop. The 
most common operation of a flyback is thus in discontinuous mode. 

Capacitor Limitations 

When the flyback transistor turns off (see the discussion in the magnetics chapter, Chapter 
5 ,  for more on this), the energy stored in the primary inductance comes out on the 
secondary winding(s). Since there is no inductor on the secondary, the full peak current 
goes straight into the capacitor. At higher power levels, it can become quite hard to find a 
capacitor with sufficient ripple current rating to handle this: remember that you have to 
calculate the RMS current to know whether the capacitor can handle it. Suppose for 
example that we are running a 5V output at 10A (this is about the limit for a flyback, see 
below), and the duty cycle is 50% at this power level. The transformer has to deliver the 
50W for the full period in just half the period (since the duty cycle is 50%), so the current 
it delivers during the conduction time of the diode is double, 20A. So the RMS current is 

Ims = Ji(2OA)’ = 14A 

This extremely high current will require paralleling many aluminum or tantalum 
capacitors, or else the use of a high-priced MLC cap. Failure to get adequate capacitance 
on the output of a flyback is a major cause of capacitor failure. 

Power Limits 

There is a maximum power that can usefully be used with a flyback, on the order of 50W 
for low voltage inputs. (You sometimes hear stories fiom people who say they built one at 
500W, but they don’t tell you that it could never be made to work on the production line.) 
In any event the power output is inversely proportional to the inductance; to get a large 
power requires a tiny inductance (the math is detailed in the chapter on magnetics). By the 
time you get up to 50W at a reasonable switching frequency, the inductance is very small 
(the same order of magnitude as strays); this makes the design almost impossible to 
produce consistently in production. For example, a slight change in the lay of the wires by 
the magnetics vendor will affect the inductance enough to prevent you from getting 
maximum power out. 
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Tip For low voltage inputs, limit flybacks to designs requiring less than 50W, some- 
what more for high voltage inputs. 

I I 

Practical Limits on Number of Outputs 

Of course, for all converters, the transformer becomes more difficult to wind as you add 
more windings to it. For an isolated flyback, however, this difficulty is crucial. The 
regulation of each output depends on the leakage inductance of the winding, because the 
leakage inductance subtracts from the voltage delivered to the output. So to get good 
tolerance on the outputs, the leakages must be either negligibly small (almost impossible) 
or the same from unit to unit, so that they can be compensated for. If you have multiple 
windings, however, controlling (and even measuring and specifying) the leakage on each 
winding is almost impossible. The author once saw an isolated flyback design with 
(believe it or not!) 13 outputs. According to the designer, a flyback “was cheaper than a 
forward because it didn’t need an inductor.” Unfortunately, after this was in production, the 
vendor’s winding person (there was only one vendor, no one else wanted to touch it) left 
the magnetics company, and thereafter no one else was ever able to wind the transformer in 
a way that made the circuit work! 

Practical Note If you need more than three or four outputs, don’t use a flyback. It will 
be cheaper in the long run to go to a forward. 

THE BUCK-BOOST 

“Buck-boost” is the standard name for what might be better called, in line with the 
terminology used in this book, a “buck-flyback.” It’s not a very common topology yet, but 
it has some advantages that suggest it will become increasingly used. 

The buck-boost converter, as its name suggests, works as either a buck or a flyback, 
depending on whether the input voltage is, respectively, higher or lower than the output 
voltage. The great thing about this topology (Figure 2.7) is that this transition is 
accomplished automatically, there are no discrete changes involved. 

In the buck-boost, both switches are on at the same time, and both are off at the same 
time. Consider first the case of the input voltage higher than the output. The top transistor 

output r=p 
I- Figure 2.7 A nonisolated buck-boost. 
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(see Figure 2.7) acts as a buck switch, with the grounded-anode diode as the freewheeling 
rectifier. Since the bottom switch is on at the same time as the top switch, the full input 
voltage is applied across the inductor, ramping up the current. When both switches turn 
off, the grounded-anode diode cames the current, and the other diode simply forward 
conducts. This is thus a buck converter. 

Next, suppose the input voltage is lower than the output. The ground-referenced 
transistor now acts as a flyback switch, and the second diode acts as the freewheeling 
rectifier. Once again, since both switches are on at the same time, the full voltage is applied 
across the inductor during the on-time. 

Observe what the description has said: in both cases, whether acting as a buck or 
acting as a flyback, the full input voltage is applied across the inductor. But this means that 
the same control circuit works for both “modes” and consequently the converter does not 
switch between modes; therefore, stabilization of the loop is straightforward! 

Limitations of the Buck-Boost 

As we would expect, the problems with the buck-boost are a combination of the problems 
with the buck and the flyback. Acting as a buck converter, it has no input-output isolation, 
and there is only a single output. Acting as a (nonisolated) flyback, there’s a maximum 
practical output power. And finally, unless you can replace the (Schottky) diodes with two 
more MOSFETs to make the converter synchronous, there can be relatively poor 
efficiency; but a driver with four outputs (perhaps a fill-bridge PWM IC?) would be 
required to achieve synchronous rectification. Still, the ability to work over a large range of 
input voltages, and the appearance of ICs for controlling this topology, may make the 
buck-boost an attractive choice. 

THE FORWARD 

Again, to avoid confusion with the term “boost,” when this book refers to a forward 
converter, the topology illustrated in Figure 2.8 is always meant. 

The forward works entirely differently from the similar appearing flyback. The key 
point is noticing that the dots on the transformer now mean that the output diode is 
forward-biased when the voltage across the primary is positive, that is, when the transistor 
is on; a flyback’s diode is on when the switching transistor is off. Energy is thus not 
(intentionally) stored in the primary inductance, as it was for the flyback; the transformer 

Figure 2.8 Basic fonvard topology. * 
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acts strictly as a transformer. When the transistor is turned off, the only energy stored is 
that in the leakage inductance of the transformer; this is what causes the drain voltage to 
rise above the input voltage, resetting the core. 

Minimum Load 

The forward is one of those converters mentioned at the beginning of the chapter that 
requires a minimum load. The inductor has to be big enough to ensure that its peak ripple 
current is less than the minimum load current. Otherwise it will go discontinuous, and the 
output voltage will rise, peak detecting. This means that a forward converter cannot 
operate with no load, because you cannot have an infinite inductance. 

Practical Note A swinging choke, such as that produced with an MPP core, is an 
excellent choice here. A swinging choke is one whose inductance decreases 
gradually as the current through it increases. At minimum load, you get a lot of 
inductance, keeping the core continuous, and at maximum load you still have some 
inductance, but not as much; you allow the ripple to increase as the load current 
increases, so that the inductor doesn’t have to be designed as physically big as would 
be needed to maintain the full inductance at maximum load. 

One commonly used way around a minimum load is to attach a small load resistor (a 
“preload”) permanently at the output terminals, as a part of the converter itself. Then, even 
when the external load is zero, the converter can remain continuous because it is still 
supplying some minimum power to this resistor. Of course this eats up a certain amount of 
power when the external load is above minimum. 

Practical Note Schemes abound for turning off this preload as external load 
increases. Very frequently, the result is oscillations: the preload turns off, then the 
converter goes discontinuous, which causes the preload to turn on, and the converter 
is continuous, causing the preload to turn off, etc. Just bite the bullet and accept the 
small efficiency hit compared with the cost (and efficiency hit) of a much larger 
inductor. 

I 

Leakage Inductance 

Unlike the flyback, which uses its primary inductance to store energy, the forward really 
has parasitic leakage inductance. When current is flowing through the primary, there is 
energy stored in the leakage inductance, $Lleakage I*. This energy has to go someplace. In 
the simplest case, you just throw it away, either into an RC snubber, or into the transistor 
itself, letting it avalanche. More sophisticated schemes recover more or less of the energy, 
using an additional winding on the transformer (though this doesn’t work perfectly either 
because of leakage!) or some form of switched reactance, often using another FET. 
Regardless of what is done with the energy, it is a nuisance and to some degree an 
efficiency hit; the best approach is to wind the magnetics in a way that minimizes the 
leakage inductance. 
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Summary 

Because the forward doesn’t store energy in the transformer, it doesn’t have the limitation 
that hinders the flyback in terms of power level; it also has an inductor, which smoothes the 
current seen by the output capacitors,. Forwards can be straightforwardly constructed at a 
level of 500W or more. The main limitation of the topology eventually comes about, rather, 
from the available size of MOSFETs. Increased power translates into increased currents, 
and eventually losses in the MOSFETs become unacceptable. When this is the case, a 
topology with more than one transistor to share the burden is desirable. 

THE PUSH-PULL 

There are two basic styles of push-pull converter, current-fed and voltage-fed. The 
difference between them boils down to much nicer waveforms and operations in the 
current-fed push-pull, but at the price of having a (sometimes rather large) extra inductor. 

The push-pull is treated here, while the half-bridge isn’t, because the push-pull has 
both its transistors ground-referenced. Although it was noted above that there are ICs 
available that will drive high-side transistors for synchronous rectifiers, they tend to have 
rather low maximum voltages. Since the push-pull and half-bridge use two transistors, 
presumably they have been selected because the power level is higher than in single- 
transistor topologies, which often means that the input voltage is higher. Driving a half- 
bridge may thus get back into discrete parts to generate the floating gate drive; the push- 
pull definitely has an advantage here. 

Voltage-Fed 

The voltage-fed push-pull converter works by having two transistors across a center- 
tapped transformer (see Figure 2.9). They are operated 180” out of phase. This doesn ’t 
mean that each one is on 50% of the time, just that they have the same duty cycle, with one 
going on half a switching period later than the other. If the left transistor in Figure 2.9 is 
on, the right transistor is off. Looking at the dots on the transformer, this means that Kn is 
applied across half the transformer, and so 2 x V,, is applied on the drain of the off 
transistor. Continuing with the left transistor on, there is a positive voltage applied to the 
bottom diode, which is on, and the top diode is reverse-biased. Everything is then mirror- 
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imaged when the right transistor is on; since the two transistors are on for the same amount 
of time, if Vi, is constant during a switching period, the volt-seconds across the transformer 
ideally sum up to zero, and the core operates symmetrically around zero gauss. 

The biggest problem with this converter is the voltage rating needed by the 
transistors, which is at least double the maximum vin. Operating from a rectified 120V 
line means that the transistors will see at least 2 x 12OV = 240V In practice, the line can 
be a very nasty place, as noted in Chapter I ,  and so a 400V transistor might be a common 
choice here. This high voltage rating in turn means that the RDS,,,, is high, and so losses 
may be higher than desired. And in any case, the vi,, need only surge above 200V for one 
switching period to blow out the transistors! 

The other potential problem is that there must be a time (the dead time) between 
turning off one transistor and turning on the other. If both transistors were on at the same 
time, the transformer would be effectively shorted, and so the current would rapidly 
increase, limited only by the leakage inductance-this is a common cause of failure. The 
transistors must also be on equal amounts of time to avoid saturating the transformer; in 
practice this is accomplished by using current mode control (see Chapter 5 for the concept 
of saturation, and Chapter 6 for current mode control). 

Current-Fed 

The sensitivity to line voltage exhibited by the voltage-fed push-pull is obviated in the 
current-fed push-pull because it has an inductor between vi, and the transformer. Now 
when the transistor turns on, it gets a current set by the inductor current, as shown in 
Figure 2.10. This arrangement also gets rid of the problem of having to turn off one 
transistor before the other turns on, since even if both transistors are on simultaneously, the 
current is still limited by the inductor. 

The downside of this converter is the addition of an extra inductor. Since this device 
must both carry the DC current of the converter and provide sufficient inductance to act 
like a current source during a switching period, it can easily grow to rather large (read 
expensive) size for moderate power level converters. 

L-0t-J 
Figure 2.10 A current-fed push-pull. 
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Transformer Utilization 

It should be observed that all the topologies discussed up till this section (the flyback, the 
forward, and the buck-boost) utilize only half the magnetics’ cores: the flux density is 
ramped up to a maximum value and then back down to zero, never going negative. The 
push-pull utilizes the magnetics better, because the core’s flux density goes both positive 
and negative, thus reducing the size of the magnetics for a given power level compared to 
the single transistor topologies. 

RESONANT CONVERTERS AND SOFT-SWITCHING CONVERTERS 

For quite a few years now, everywhere you turn there have been articles about resonant 
converters, how great they are, and how everyone ought to be using them. (The author 
feels, however, that this fad is finally passing.) If you are one of the braver souls, perhaps 
you’ve actually been in the lab, and spent several weeks or months trying to make a go of a 
resonant converter. 

By way of contrast, there seems to be very little heard about soft-switching 
converters, and yet they seem much more practical; many of the converters in production 
that are called resonant are actually soft-switching. Another name for soft-switching is 
“quasi-resonant.’’ 

As noted at the start of this chapter, there are hundreds of different topologies that 
are resonant or soft-switching; for this reason, this section merely points to the sorts of 
feature it might benefit you to investigate. 

The Difference Between Resonant and Soft-Switching 
Converters 

A resonant converter is one in which the power waveforms (current and voltage) are 
sinusoidal. This is accomplished by letting inductances form a resonant tank with 
capacitances, the latter often (though not always) being parasitics. Switching occurs 
when the voltage and/or current goes through zero, ensuring an almost lossless switch 
transition. Resonant converters thus have had their main claim for usefulness in high 
frequency converters, where switching losses can dominate on-state losses of the switches. 
However, since switch transitions depend on the frequencies of resonant tanks, the actual 
switching frequency of the converter varies, sometimes quite dramatically, usually as a 
function of load and line. 

A soft-switching converter is intermediate between a resonant converter and a PWM 
converter. Any of the topologies described in the sections above can be made soft- 
switching by suitable addition of components. A soft-switching converter always switches 
at the same constant frequency, like a PWM, but it creates a tank circuit for a portion of the 
switching period so that switch transitions still occur nearly losslessly. 
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Why You Should Not Use Resonant Converters 

Resonant converters have quite a number of problems. Not least among these is the 
variation of switching frequency with load. In fact, for a common class of these converters, 
minimum switching frequency occurs at maximum load, so that EM1 filtering has to be 
designed for the worst combination, minimum frequency and maximum current. The gain 
in size from operating at a high switching frequency may be lost when a realistic converter 
is designed including the EM1 filter. The next time you are told about a resonant converter 
that does 100W/in3, ask what the power density is when a noise filter is included! 

An even more serious problem arises because of the common use of capacitive strays 
as one of the elements of the resonant tank. This strategy almost can ’t be made to work on 
a production line, although it’s great in the lab. The trouble is that these strays are not 
consistent from device to device; they can even differ between two identical devices from 
different manufacturers! This variation directly affects the operational frequency, which 
affects the output caps, the EM1 filter, etc. The only way around it is to parallel some 
external capacitance with the parasitic, so variation of the parasitic is relatively unim- 
portant. Unfortunately, this modification increases the tank period, and so the original 
motivation, operating at a high frequency, is destroyed. 

Why You Should Use Soft-Switching Converters 

In contrast with resonant converters, soft-switching converters operate at a fixed frequency, 
making their filtering requirements straightforward. They also typically use discrete 
capacitors, and so have quite reproducible characteristics from unit to unit. Figure 2.1 1 
shows a fairly standard implementation of a soft-switching forward converter, with a 
sketch of a drain waveform. 

Initially, the transistor is on, and the drain voltage is zero. When the transistor turns 
off, the primary inductance of the transformer forms a resonant tank with the external 
capacitor (in parallel with the drain-source capacitance of the MOSFET, but the external 
capacitor is designed to be larger than the MOSFET’s capacitor). After completing a half- 
cycle of the ring, the core is reset: the L and C values set the ring frequency, and the volt- 
seconds required to reset the core determine then how high the voltage rings up. After the 
half-cycle ring is completed, the drain voltage remains at the input voltage, since there is 
now no energy stored in the transformer. It remains in this state until the transistor turns on 
again. 

Drain waveform Figure 2.11 A quasi-resonant or soft-switching 
forward converter. 
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What distinguishes this converter from a resonant converter is that it is still pulse 
width modulated: the transistor has a constant switching frequency. Of course, the 
capacitance and the inductance still have to be chosen carefully. If they are too big, the 
(half) period will exceed the switching period, and the core won’t reset; if they are too 
small, the drain voltage will go excessively high, to get the necessary volt-seconds in a 
very short time. Even so, there is wide room for variation of the stray components within 
which the converter will work normally. 

It may be noted that when the transistor turns on, the capacitor energy is dissipated 
into the MOSFET. If the capacitor is sufficiently small, however, this may not be too 
terrible. For example, if the capacitor is 1 OOpF, the input voltage is SOY and the switching 
frequency is SOOkHz, the power lost because of the capacitor is only P = (i) x 1 OOpF x 
(5OVI2 x 500kHz = 63mW. 

Indeed, the only bad thing about soft-switching converters is the apparent dearth of 
ICs designed to operate them, although something can be rigged from a PWM designed to 
operate a synchronous rectifier. Perhaps as the word gets out (and certain potential patent 
issues become clarified) ICs implementing soft-switching will become common-at that 
time, they will make an excellent choice. 

COMPOUND CONVERTERS 

A compound converter is any converter that has two (or in theory more) stages in series. It 
is distinguished from merely two series converters in that there is usually only one control 
loop for the whole system. For example, one possible compound converter consists of a 
front-end buck operating from I60VDC followed by a push-pull (see Figure 2.12). The 
buck operates closed loop to produce an approximately fixed output voltage (say 50V); the 
push-pull operates at a fixed duty cycle to step down the voltage (say to SV). The loop is 
closed by sensing the 5V output, and using its error signal to control the duty cycle of the 
buck. Thus, although the push-pull is seemingly operated open loop (since it switches at a 

160V f 
-5OV 

1 
-50% Duty cycle- 9 

each 
L 

Figure 2.12 A compound converter consisting of a buck followed by a voltage-fed push- 
pull; the buck’s output capacitor serves as the push-pull’s input capacitor. 
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fixed duty cycle) it is actually just a gain block inside the control loop, which is closed 
around it (in the example shown in Figure 2.12, it has a gain of 1 / I O  = - 20dB). 

In some cases, the two converter stages may share components; in the example just 
given, the output capacitor of the buck is also used as the input capacitor of the push-pull. 
It is easy to imagine other combinations in which an inductor could be shared instead. As 
with the resonant and soft-switching converters, there are a large number of possible 
combinations for compound converters; instead of attempting an enumeration, I’ll 
comment about when they might be usehl. 

When to Use Them 

As the example given shows, having a compound converter is useful when you want to get 
a lot of step-down or step-up. It’s already been mentioned that there are practical limits to 
the duty cycle you can get from a PWM, and to the size of the turns ratio you should try for 
on a transformer. If you need to make a voltage conversion beyond what’s feasible within 
these limits, a compound converter offers a way to considerably extend the transformation 
range available. 

A compound converter might be desirable, as well, when you need to get a fairly 
large conversion ratio (of input to output voltage) in a situation that also calls for input-to- 
output isolation. The two requirements together can make for a very challenging design, 
but by segregating the functions, you can make it much easier: For example, let the front- 
end converter do the voltage transformation, and then let the second converter do the 
isolation, perhaps with a 1 :I transformer. Since the second converter would always operate 
with the same input voltage and the same output voltage, its components could be 
optimized for this operation, and it could be very efficient. Indeed, this compound 
convertor may well be more efficient than a single-stage converter, because of the 
difficulties in the magnetics involved with simultaneous design of both large conversion 
ratio and isolation. 

REFERENCES 

I .  Issa Batarseh, IEEE Transactions on Power Electronics, PE-9(1), 6 (1994). 



Practical Selection 
of Components 

INTRODUCTION 

There are many aspects of selecting components that somehow end up being mentioned 
only in vendors’ application notes and hard-to-find books. It’s not enough to know that if 
you’re dissipating 0.7W in a resistor, you should pick a resistor that can handle 1 W. You 
also should know, for example, that a wirewound device can handle pulse power much 
larger than 1 W, and thus maybe doesn’t need to be a 1 W resistor if the 700mW is actually 
present for only a short time. But how do you find out how long a 0.5W resistor can take 
the 700mW pulse? 

More or less every component used in power supplies has idiosyncrasies like this. 
The usual way of finding such information is through (sometimes sorry) experience or by 
having the good luck of talking with someone who has learned the hard way. Rather than 
advocating reliance on luck, this chapter collects together many of these topics for the 
following electronic items: resistors, capacitors, Schottky diodes, rectifier diodes, BJTs, 
MOSFETs, op amps, and comparators. Hopehlly, those relatively new in the field will find 
lots of usehl items here, and even those with much experience will find it handy, if nothing 
else, to have all the information collected in one place. However, the author has refrained 
from stating the obvious, having assumed that if you’re reading this book in the first place, 
you don’t require to be told that electrolytic capacitors have a polarity and should not be 
put in backward. 

37 
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RESISTORS 

Values 

10.2wZ. 39.9R. Where did all those weird numbers come from for standard values? It turns 
out that the values are (approximately) logarithmically distributed across a decade (such as 
1 kR to 1 OM). Actually, there are different numbers of resistors per decade, depending on 
the tolerance: for example, either 48 or 96. 

There is a practical maximum to how large a resistor can be used on a PCB. The 
problem with very large values (although they are available, for specialized applications) is 
that there is current leakage on the board between any two points that are at different 
potentials and are close enough together physically. In severe cases, leakage can be the 
equivalent of a 1-1OMR resistor. Thus, if you were to try to put a IOOMR resistor in a 
circuit, it could be in parallel with this leakage, and you would end up with only the 1 or 
lOMR instead of 100MR. For a circuit that gets around this problem in the common case 
of an op amp feedback, see the section below on op amps. 

Practical Note Avoid using resistors bigger than 1 MR unless special precautions are 
taken. 

Types of Resistor 

The oldest style of resistor is carbon composition (carbon comp), which nowadays you see 
only in hobby stores: these resistors are much bigger than metal film resistors of the same 
power rating, and are actually more expensive nowadays. Metal film resistors have the 
same frequency response as carbon comps, so be sure to tell your purchasing agent not to 
buy any carbons. 

Then there are wirewounds. These range in size from tiny 1 W packages to mammoth 
1 kW rheostats (see below for a definition). These resistors are called wirewound because 
they really are: if you cut one up, you will find a piece of (relatively) high resistance wire, 
usually wound around a core in a helix pattern. If you think this sounds like the description 
of a solenoid, that’s because it is: wirewounds have plenty of inductance; as discussed 
below, it’s also possible, by winding equal numbers of turns in opposite directions to 
produce a wirewound resistor having very little inductance. Table 3.1 lists the types of 
resistor discussed here and mentions some applications. 

TABLE 3.1 Brief Resistor Selection Guide 

TYPe Suggested Applications 

Carbon Cornp 
Metal film 
Wirewound (inductive) and rheostat 
Wirewound (noninductive) 
Shunt 
PCB trace 

Not used anymore; use metal film instead. 
General purpose, use for most applications. 
Use for load resistors. 
Use for current sensing high frequencies, such as switching waveforms. 
Use for current sensing high currents. 
Use for current sensing when cost is more important than accuracy. 
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Tolerance 

It used to be that .5% resistors were the cheapest kind, and everyone used them for 
everything-not so today. Today, 1% resistors are both the most available and the 
cheapest-if you come across a purchasing agent who disagrees, suggest that a homework 
session is in order: there’s no reason to ever use a tolerance greater than 1% on a resistor. 

For that matter, during cost reduction efforts, people seem to come around to ask if 
you really need that 0.1% resistor, and couldn’t you use a l%? Send these people away. 
Unless you’re making millions of this type of supply, the cost difference for a 0.1 % versus 
a 1 % is so small that almost anything else you change on the supply will have a bigger cost 
impact than changing that tolerance. Besides, you probably picked 0.1 % to achieve the 
necessary output voltage tolerance or the like anyway. 

Selecting Ratios 

So far you’ve found out how to miff a purchasing agent. Here’s a way to please one. As 
we’ll discuss in the chapter on monitoring circuitry, frequently you don’t care about the 
actual values of the resistors you use, you just want a voltage divider (i.e., a ratio of 
resistances). Picking a standard value for one of the pair will considerably reduce the 
number of different values in a design, which doesn’t affect performance but makes the 
supply cheaper by enabling larger quantities to be purchased. If there’s no reason to choose 
any particular impedance, for example, I always use lOkR as one part of a divider. 

Maximum Voltage 

Believe it or not, resistors have a maximum voltage rating. And it’s not always just set by 
the power dissipation; resistors can actually arc. This problem is especially severe when 
surface mount resistors are used, because of the close spacing between the ends. So if 
you’re dealing with voltages above, say, IOOV in a supply, you might check that any 
resistors attached to high voltage nodes have the necessary rating. 

Temperature Coefficient 

Most resistors have pretty small temperature coefficients (say, 5@-250ppm/”C), although 
these can be important when you’re trying to do worst-case analysis (Chapter 10). 
Wirewounds, however, can change quite a bit when they get hot, so read the specifications 
carefully. 

Power Rating 

Everyone knows not to put a half-watt of power into a quarter-watt resistor. But what 
exactly is a quarter-watt resistor? The military decided that to increase resistor reliability, 
nobody would be allowed to put more than half the rated power into a (carbon or metal 
film) resistor. To meet this requirement, companies that design for the military apply their 
own derating; for example, that no one is allowed to put more than 70% of the military 
rated power into the resistor. To aid in this, some companies produce military-style 
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resistors (e.g., RN55 or RN60) that are already derated the 50%; that is, what is really a 
half-watt resistor they call a quarter-watt resistor. Completely confused? The moral of the 
story is just that you need to keep a sanity check on resistor ratings4oes it look like a 
quarter-watt resistor? Get a standard catalog, and check up on your buyers when they 
select alternates, to be sure the resistors you get will fit in the PCB holes. 

While we’re at it, what about putting 0.25W into a quarter-watt resistor? After all, the 
data book says the device can handle it! And so it can. However, resistors can get exfremely 
hot-wirewounds are rated to operate at 275”C! Quite aside from not wanting to 
accidentally touch something at this temperature, resistors also give off unpleasant 
smells when they get too hot, and drift in resistance value very considerably. 

I 
Practical Note A good practical limit is to follow the lead of the military and, 
whenever possible use a resistor only to half its rated steady-state power. 

Pulse Power. While putting 1W into a 1W wirewound is not a good idea, this 
limitation is only for steady state (e.g., many seconds or more). For short times, a 
wirewound can take much more power than its rating without failing. This is not true for 
resistors of other types! You should strictly adhere to the maximum power rating of 
nonwirewound resistors, although for short times it’s OK to put the full rated power into 
one; for example, you can safely put IOOmW into a IOOmW nonwirewound resistor for 
1 OOms. 

EXAMPLE 

Suppose I have a 40V one-shot pulse across a IOR resistor for 100ms. This is a power of 
P = (40V)*/lOR = 160W. Do I really need a 200W resistor? Dale has provided a guide to selecting 
power resistors (the table from which is reproduced as Figure 3.1). To use this table, first we calculate 
the energy that goes into the resistor, E = P x t =16OW x lOOms= 165, and then the energy per 
ohm, E / R  = 16J/lOQ = 1.6J/R We now use the table’s first column to find an energy per ohm larger 
than this: the first one is 2.46J/R Reading across, we find the resistor value larger than IOR, which is 
10.1 In; and reading up, we see that this can be put into a G-10 resistor, which is a 1OW type, a 
considerable size savings! 

Note: Dale says that this is valid only up to pulses about lOOms long, and for standard wirewounds; 
longer pulses should be based on “short time overload” ratings, while noninductive wirewounds can 
take four times the pulse ratings given by this table. 

Rheostats: A What? Rheostat is the proper name for a variable power resistor. In 
the lab you’ll typically see rheostats that range from maybe IOOW to 1kW. As with 
potentiometers, they have a center tap that shorts out part of the winding. Not to belabor 
the obvious, this means that if you are using half the resistance of a rheostat (e.g., 50R on a 
IOOR rheostat), you can put in only half the power, too! (If it was a 300W rheostat, you 
wouldn’t put in more than l50W in this condition.) This restriction most often gets people 
in trouble when they have a constant output voltage supply, and a rheostat as the variable 
load. Idly twirling the rheostat’s knob in such a setup is not advisable. The best solution 
here is to put a fixed power resistor in series with the rheostat, so that even if it were set to 
OR, it wouldn’t dissipate too much power. The math is straightforward; don’t be too lazy to 
do it right. 
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Energy-Resistance Chart 

Resistance (ohms) 

Energy per ohm EGS-1 EGS-2 EGS-3 RS-1B RH-5 RS-2C RH/PH-10 RH-25 RS-7 RH-50 
[J/ohm or RSf RS4 RS-1A ESS-2B RS-2C G-6 EGS-10 G-12 ESS-10 
(W.  s)/ohm] G-1 G-2 G-3 RS-2B G-8 RS-5 r5-10 

per ohm G-5 RS-5-69 RS-10-38 
G-10 G-15 

13.9 x 3480 4920 10.4K 15K 24.5K 32.3K 47.1K 90.90K 154K 265K 
20.3 x 1 0-6 2589 3659 7580 11.4K 18.69K 24.19K 31.79K 69.40K 1114.9K 197K 

28.7 x 1999 2829 5840 7960 14.19K 18.29K 26.99K 51.70K 8K 152K 
39.5 x 1549 2189 4630 6190 10.89K 13.69K 20.69K 40.40K 68.59K 111K 

53 1 x 10-6 1239 1749 3630 5280 8600 11.39K 16.69K 31.40K 54.39K 93.50K 
70.0 x 1414 2920 4280 6980 9250 13.59K 25.90K 44.19K 75.50K 

90.6 x 1000 1149 2740 3510 6550 7560 11.09K 24.50K 36.79K 71.50K 
145 x 670 947 1960 2870 4650 6260 8910 17.30K 29.50K 50.60K 

221 x 10-6 492 684 1420 2060 3370 4560 6570 12.70K 20.59K 37.40K 
324 x 355 502 1040 1510 2460 3270 4820 9220 15.69K 26.90K 

460 x 272 384 792 1160 1860 2480 3640 7000 11.89K 20.40K 
632 x 206 291 615 909 1340 1920 2840 5460 9240 15.70K 

850 x 167 236 487 713 1150 1530 2260 4310 7320 12.40K 
1.12 1 0 - ~  131 186 393 572 935 1201 1800 3850 5900 10.OK 

2.07 1 0 - ~  96.3 136 283 415 571 910 1250 2840 4260 7540 
3.54 1 0 ~ . ~  65.1 92.0 192 255 454 601 875 1690 2870 4920 

5.67 1 0 - ~  45.7 64.5 134 196 313 424 617 1160 2030 3460 
8 65 1 0 - ~  33.2 47.0 97.7 142 227 307 444 843 1470 2510 

12.7 23.8 33.6 71.1 103 168 222 310 622 1073 1840 
20.4 10-3 17.9 25.3 51.8 75.8 122 163 237 447 777 1340 

33.2 10-3 12.2 17.2 36.1 52.8 85.5 113 165 320 544 932 
56.7 10-3 8.22 11.6 24.2 34.6 57.8 76.3 111 215 364 618 

55.3 1 0 - ~  6.06 8.566 16.9 25.6 42.1 55.5 70.3 156 263 451 
90 x 4.47 6.32 12.3 19.4 31.6 40.5 51.0 116 201 343 

0.153 2.98 4.07 8.52 13.1 21.1 27.9 40.8 78.5 133 229 
0.245 2.18 3.09 6.28 9.19 14.8 19.6 28.6 55.4 95.0 160 

0 374 1.50 2.13 4.57 6.49 10.8 14.2 21.0 40.2 68.2 ’ 117 
0.589 1.12 1.59 3.27 4.89 7.86 10.3 14.9 22.0 49.0 84.1 

0.9443 0.780 1.10 2.31 3.13 5.46 7.22 10.6 20.0 34.4 59.3 
1.52 0.542 0.773 1.61 2.35 3.80 5.13 7.40 14.1 24.2 41.5 

2.46 0.383 0.538 1.13 1.67 2.69 3.56 5.47 10.11 17.2 29.4 
3.76 0.271 0.394 0.829 1.22 1.99 2.61 3.81 7.36 12.4 21.4 

5.98 0.591 0.861 1.41 1.84 2.15 5.24 8.87 15.1 
9.77 11.29 

6 57 0.178 0.280 0.423 0.644 0.999 1.36 2.00 3.52 5.49 7.09 
16.6 0.105 0.121 0.210 0.366 

Figure 3.1 Dale’s guide to derating power wirewound resistors. (From Ref. 1, p. 5 . )  
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Resistance (ohms) 

Energy per ohm EGS-1 EGS-2 EGS-3 RS-1B RH-5 RS-2C RH/PH-10 RH-25 RS-7 RH-50 
(J/ohrn or RS-G-1 RS4 RS-1A ESS9B RS-2C G-6 G-8 EGS-10 G-12 ESS-10 
(W.s)/ohm] per ohm G-2 G-3 RS9B RS-5 RS-10 

G-5 RS-5-69 RS-10-38 
G-10 G-15 

20.9 
8.04 

0.529 0.784 1.04 
2.01 3.19 5.50 

20.9 
33.2 

0.170 0.259 0.370 0.499 0.675 1.27 1.46 3.69 
0.639 0.984 1.86 

42.2 
83.8 

0.081 0.114 
0.189 0.259 0.344 

25.1 0.484 0.697 1.45 
67.8 0.099 0.129 0.179 0.329 0.514 0.949 

169 0.063 0.079 0.100 0.209 0.319 0.579 
335 0.139 0.209 0.399 

Figure 3.1 (Continued) 

Noninductive Wirewound Resistors 

As mentioned, resistors have inductance too; it’s not usually of any concern unless you 
want to use one for a current sensor, and decide that the power dissipation calls for a wire- 
wound device. Because they are wound with wire, resistors of this type can have 
inductance so large that at typical power supply switching frequency, the inductive 
reactance is larger than the resistance, which then gives nonsense readings of current. 

There is an alternative here: some manufacturers produce a special type of 
wirewound resistor that has very low inductance (although not zero) by specially winding 
the wire--of course, these resistors cost a bit more. 

Shunts 

When you go to really high current (and still don’t want to use a current transformer, 
perhaps because there is DC current involved) you will want to use a shunt, which is a big 
piece of metal with an almost zero temperature coefficient (manganin) attached to heavy- 
duty brass terminal blocks. Shunts come in any size you could ever want: the author once 
had a 1 5OOA job that could have had another life as a boat anchor. However, in addition to 
resistance, shunts also have inductance, which is very limiting again. As an example, 
consider a IOOA shunt that produces IOOmV at full current (100mV and 50mV at full 
current are the two standard types). It obviously has a resistance of 1 OOmV/ 1 OOA = 1 mR. 
But the metal itself is about an inch long, which corresponds to about 20nH. So the 
transfer function of this device has a zero at a frequency off = lmR/(2n x 20nH) = 8kHz. 
All you can do here directly is get a shunt that produces a higher voltage (this increases R) 
or one that consists of multiple stacked pieces of metal, which reduces L.  Chapter 7, on 
monitoring, shows a technique for differential amplification of the signal from a shunt that 
removes the effect of its inductance. 
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Using a Trace as a Resistor 

Of course a trace is just a piece of copper, so it has some resistance, too. Sometimes, you 
don’t need very accurate current sensing, perhaps for a converter’s overcurrent limit. A 
trace might work just fine in such a case: it’s there anyway, so there are no additional 
losses, and it doesn’t cost anything. Of course, the resistance is only as accurate as the trace 
is cut, and copper has a temperature coefficient of 0.4%/”C. 

Practical Note The resistance of a trace is approximately given by the formula: 

length 
width 

R = 0.5rnC2 __ (1 oz. copper) 

at room temperature. Two-ounce copper is half this, etc. 

CAPACITORS AND THEIR USAGE 

There are quite a number of different capacitors used in power supplies, and each type has 
its own idiosyncrasies. It’s really not possible to use only one type of capacitor; different 
kinds must be used in different applications if you’re going to have a successful design. 
We’ll cover some of the main points, paralleling the selection guide presented in Table 3.2. 

Types of Capacitors 

One common type of capacitor is the electrolytic capacitor used for the input or output of a 
supply. There are a variety of choices available. The most common (and cheapest) is the 
aluminum electrolytic. (You’ll find that some people mean “aluminum electrolytic” when 
they just say “electrolytic.”) There are also tantalum electrolytic capacitors, which are 
available in solid and wet varieties. The aluminums are available in the widest variety of 
values and voltages and can have gigantic values (millifarads, and hundreds of volts) but 

TABLE 3.2 

TY Pe Suggested Applications 

Brief Capacitor Selection Guide 

Aluminum electrolytic 

Tantalum electrolytic 

Ceramic 
Multilayer ceramic 

Plastic 

Use when large capacitance is needed and size is unimportant, such as input 

Use for moderately large capacitance, such as input and output capacitors 

Use for liming and signal applications. 
Use for lowest ESR (e.g.. in parallel with an electrolytic at the input or 

Use for high dV/dt, such as in quasi-resonant converters. 

and output capacitors on a converter. 

on a converter. 

output of a converter). 
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they are correspondingly gigantic in size. Tantalums have substantially better high 
frequency perfo.mance than aluminum, but cost more and are limited to about lOOV 
and a few hundred microfarads. Nowadays, the best choice for a medium-power power 
supply may be to have an aluminum as the input capacitor for a supply, and a tantalum 
chip as the output. (Chips of course have much smaller capacitance and voltage than 
discretes.) 

Then there are ceramic capacitors. These are used for timing and bypass. The 
ordinary variety come in a range from a few picofarads to lpE But also on the verge of 
affordability is the MLC (multilayer ceramic) variety, which has extremely low ESR and 
much larger values available, up to a few hundred microfarads. 

Let's also mention plastic capacitors, particularly polypropylene, which are used in 
circuits that have very high dV/dt values (but see below) such as in quasi-resonant 
converters. 

Standard Values 

Not at all like resistors, there are only a few standard values for capacitors, (1  .O, 1.2, 1 S, 
1.8,2.2,2.7,3.3,4.7, and 6.8, with an occasional 5.6 and 8.2). So when you're calculating 
a time constant or a loop compensation value, select one of these values and adjust your 
resistors to get the values needed-it'll be a lot cheaper than trying to synthesize that 
347pF cap. 

There are some practical limits to how small a capacitor you can usefully use, just as 
we found for maximum value resistors, and for the same reason. Again, two surfaces in 
close proximity form a capacitor, and for very tiny discrete capacitors, the parallel 
capacitance that is formed can swamp out the value you're trying to use. So'again, 

Practical Note Avoid using capacitors smaller than 22pF unless special precautions 
are taken. 

Capacitor initial tolerances are typically f 20%, and can be substantially worse for 
electrolytics. You need to look very carefully at any electrolytic, to verify that it's going 
to be OK in production. Examine the tolerance over the temperature range even more 
carefully: some types lose 80% of their capacitance at -4O"C! 

ESR and Power Dissipation 

Modem manufacturers of electrolytics specify ESR (equivalent series resistance) of their 
caps, and you should try to use only those that specify it at a high frequency, such as 
1 OOkHz. 
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Practical Note You will have no idea what the ESR of a cap is at lOOkHz from data 
given at 12OHz. This ESR, in addition to being a function of frequency, also depends 
on temperature. At -25”C, the ESR can be almost triple its value at 25”C! To come 
close to predicting capacitor ESR, you need data at least within an order of magnitude 
of your intended operating frequency. 

EXAMPLE 

1 have an output ripple current of IA,, at IOOkHz, and I need an output voltage ripple of 50mV,,. 
First off, I have a charge that could be as large as 1A x (1/100kHz) = lOpC, so even ignoring ESR, I 
need a capacitance of C= Q / V =  IOpC/SOmV= 200pF. Let’s assume, then, that I’m going to use at 
least two lOOpF electrolytics. Typically, a capacitor this size may have an ESR of something like 
l 0 O d  at room temperature. To get down to 50my I need an ESR of 50mV/IA( = 50mR), which is 
the two caps in parallel. But, at -25”C, the caps have more like 3 0 0 d  ESR each, so I actually need 
six caps. With six caps, then, the ripple due to ESR is 50mV at temperature, and the ripple due to 
capacitance is only about 17mV; since resistance and capacitance are out of phase, the total ripple 
will be about ltotal = [(50mV)’ + (17mV)*]’/* = 53mV Clearly, when you’re designing a bulk filter, 
ESR can often be more important than total capacitance. 

Aging 

Although the matter of aging is easy to overlook, those specs that say “life 1000 hours” 
really mean something on electrolytics. If you are going to run a supply at elevated 
temperatures or for many years, you need to pick electrolytics that are designated as 2000h 
types at least, or better, 5000h. What happens is that as you approach the age rating, the 
capacitance goes down, and your ripple goes up until the supply ceases to meet spec. This 
is not an old wives’ tale, either. You may not be about to wait around a year to see how bad 
it gets, but accelerated life tests quickly show up the differences between capacitors. 

Fortunately, though, the life of the capacitor doubles with every 10°C drop in 
temperature, so a type rated 2000h at 85°C will last 2000h x 26 = 128,000h = 16 years at 
25°C average temperature. 

Practical Note Make sure you use the average temperature the supply sees over its 
lifetime for this calculation, not the maximum temperature the supply will see, nor the 
rated temperature-otherwise you’ll find there are caps available that will meet 
spec over life! 

d V/ dt 

A different type of usage of capacitor that is growing more common is the use of a 
metallized plastic cap for a quasi-resonant converter. In this application, there can be 
substantial dissipation in the ESR of the cap, and this is in fact the limiting factor on the 
capacitor size. Whereas electrolytics frequently are rated with a ripple current (which is 
basically determined by the ESR 12R loss and the thermal characteristics of the package), 
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plastic caps have the equivalent rating in terms of dV/dt [since charge Q = C x current 
I= dQ/dt = C(dV/dt)]. To be sure that your cap is adequately rated requires measurement 
in-circuit. Whether you measure the current through the cap or its dV/dt depends on the 
circuit configuration-you may need a large-bandwidth differential amplifier to measure 
accurately dV/dt, but you need a loop to measure current, which can introduce unwanted 
inductance. In any case, make sure you get a capacitor rated for the dV/dt you’re applying. 
Otherwise the capacitor can self-destruct! 

Putting Caps in Series 

If I can’t get the voltage rating needed for a cap, how about putting two (or more) 
capacitors in series? Remember that two capacitors in series form a (reactive) voltage 
divider, and so if one is smaller than the other, it will carry a greater percentage of the total 
voltage. This sort of design is not really recommended, but if you need it, try putting a 
resistor in parallel with each cap, as shown in Figure 3.2. This will tend to balance the 
voltages. 

Figure 3.2 Practical method for placing 
citors in series. 

capa- 

SCHOTTKY DIODES 

Schottkys are great as output rectifiers, because they have a low forward voltage and no 
reverse recovery time, right? Although it’s true that they have no reverse recovery time as 
such, they often do have substantial capacitance from anode to cathode. This capacitance 
has to be charged and discharged every time the voltage across the schottky changes (it’s 
largest when the schottky has almost no voltage across it). Current flowing into this 
capacitance looks a whole lot like reverse recovery current of an ordinary rectifier. So 
depending on your circuit, there can be times when it’s less lossy to use an ultrafast rectifier 
than a schottky. 

You might also take note that the anode-cathode capacitance, although low-Q, can 
still resonate with stray inductances in the circuit-this property is used intentionally in 
some resonant designs. So it may be necessary to add a snubber across the schottky, 
dissipating even more power. 
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Practical Note Schottkys are very leaky at high temperatures and as the applied 
reverse voltage increases toward its rating. This leakage can look like a short on a 
forward’s secondary, and indeed the leakage current is the main reason that no one 
uses germanium rectifiers today. So as a practical limit, you shouldn’t try to use a 
schottky at more than about three-quarters of its rated reverse voltage, nor with a die 
temperature above about 110°C. 

I I 

Given this tip, what about using something like a lOOV Schottky? Look carefully at 
the specs-as of 1996, the high voltage schottky tended to have a forward voltage 
comparable to that of a regular rectifier, so you might not be buying much with such a 
device. 

RECTIFIER DIODES 

Someone has just announced to you, the design engineer, that the output of that 12V rail is 
going to need 1.6A, not 1A. Rather than try to get a new part, and worrying about whether 
it will fit in the old holes, we’ll try to just parallel up two of the old 1A diodes, OK? After 
all, our buddy John says he did it many years ago, and it worked out. Bad idea! As diodes 
get hotter, their forward voltage decreases, so the one that is conducting the most current at 
the start will get hotter, have a lower V ,  and conduct yet more, and so on, until it tries to 
conduct the whole current and fails-positive feedback, remember? So although it is 
possible to parallel rectifiers by very careful thermal management (i.e. by ensuring that 
there is minimal thermal resistance between them), in practice, these schemes never work 
out very well. 

Practical Note Bite the bullet and get a single diode that can handle the whole 
current. 

Although you can get single diodes of almost any size, it’s worth noting that 
MOSFETs do share current, because as their temperature goes up, their resistance goes up 
too. Thus a FET carrying more than its fair share of current will have a higher drop than a 
parallel device, and will thus correct itself-a negative feedback. This is one of the 
attractive features of synchronous rectifiers. 

Reverse Recovery 

We’ve mentioned that schottky diodes don’t have a reverse recovery time; all other diodes, 
however, do. That is, after a diode has been conducting current in the forward direction, it 
will be able to conduct current in the opposite direction (yes, from cathode to anode) for a 
short time afterwards, and this time is called the reverse recovery time. Figure 3.3 
illustrates this anomaly, which clearly would be very bad for converter efficiency and 
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i”---” - i  
t 

Current initially Current can 
flows this lhen flow this Figure 3.3 After current flows from anode to 

cathode, applying a reverse voltage to the diode direction 
can cause current to flow from cathode to anode. 

direction 

must be avoided. There are different grades of diode (fast, ultrafast, etc.), depending on 
speed of recovery. 

Practlcal Note Converters are almost always going to use either ultrafast diodes or 
schottkys in their output stages. 

Not mentioned in the practical note was synchronous rectification. The reason is that 
MOSFET body diodes usually have very slow reverse recovery, often about Ips. They are 
thus not suitable for rectification, and this is why a Schottky is usually paralleled with a 
MOSFET synchronous rectifier: the Schottky takes almost all the current during the time 
the MOSFET is off, which means that the body diode doesn’t have to reverse recover. 

Is Faster Better? 

This certainly seems like a generic rule, for after all, a diode that recovers faster will have 
lower losses. In the case of a rectifier used in an off-line bridge, however, it is not a good 
idea to use an ultrafast rectifier. The problem is that the fast recovery time also generates 
fast edges: read EMI. So for this particular case, your best bet is to use that old-fashioned 
regular bridge rectifier with a recovery time of 5-lops. After all, it recovers only 120 times 
a second, so who cares if it’s a little slow? 

TRANSISTORS: BJTs 

Pulse Current 

If you’re using power bipolars at all, you are presumably aware that they take substantially 
more care and attention than is required in designing with MOSFETs. Let’s talk about 
some performance aspects of BJTs that are often not mentioned in data sheets. First, many 
small-signal BJTs, and power bipolars not designed specifically for switching, tell you 
their maximum DC collector current but don’t give any curves or numbers relating to pulse 
currents. 

Practical Note When the manufacturer doesn’t (or won’t) give a pulse rating for a 
bipolar, a reasonable guess is that the device can take twice the rated DC current for 
a pulse. If this were based on the fusing current of the bond wire, you would think it 
would depend on the time; in fact, the limit seems rather to be set by localized current 
hogging. You’ll be safest not to exceed the 2 x  limit even with short current pulses. 
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How Much Beta Can I Get? 

The beta of a BJT (not referring to darlingtons, now) depends on all sorts of parameters- 
collector current, aging, temperature, not to mention initial tolerance. If you figure up all 
these parameters together, you may find that your bipolar has almost no gain left at all! 

Practical Note If you want to make a safe design, that is, one you don’t have to 
sweat over in worst-case analysis, assume that your BJTs have a minimum beta of 
10, regardless of what the data sheets seem to say. 

Don’t Forget Collector Leakage Current 

And don’t forget that this current, too, increases with the “double for each 10°C” rule. I 
recently saw a design that used a 4.7MR pull-up on the collector of a bipolar. It seemed to 
work in the lab, but as soon as it saw any sort of temperature rise above ambient, the 
collector voltage went to zero! In practice, you had better plan on a leakage of up to 1 mA, 
depending on the size of the device. 

Emitter-Base Zenering-Is It Bad? 

Another limit on BJT performance is the emitter-base voltage Veb. that is, how much 
negative voltage can be applied to the base of a bipolar with respect to its emitter. The 
manufacturer will usually say this limit is 5V or 6V. But what really happens if this value is 
exceeded? The base-emitter junction is a diode, and if you apply enough voltage to it, it 
will zener. (You can test this in the lab with a current-limiting resistor.) You might actually 
want to do this in a converter, because turning off a BJT involves sweeping out the current 
from the base region; the more negative the voltage on the base, the faster you can turn off 
the transistor. The limit, of course, is that the fastest possible turnoff occurs when the base- 
emitter is zenering. 

Practical Note You can apply any voltage emitter to base you care to, as long as you 
don’t exceed the power rating of the die; that is, the real limitation on zenering is on 
the product V,, x leb. In practice this means ensuring that there is some sort of base 
resistor, to limit the current. Manufacturers typically refuse to guarantee this as a 
specification, but that’s what they will tell you privately. 

Fast Turnoff 

Better than sweeping the base charge out fast is ensuring that there isn’t too much base 
charge in the first place. Unfortunately, the easiest tactic, running the transistor at nearly its 
actual beta, conflicts with the assumption that your transistor is going to have a minimum 
beta of IO, much lower than the typical beta. If you need to have fast turnoff, it may be 
worthwhile to try a Baker clamp, which is about the best you can do, although it dissipates 
some extra power. 
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The Baker clamp (Figure 3.4) works as follows. When the transistor is on, the base is 
one diode drop above the emitter, and so the driving source is two diode drops above the 
emitter. The extra diode from the driving source to the collector then assures that the 
collector is approximately one diode drop above the emitter, which is to say, the BJT is 
almost, but not quite, saturated. It can thus be turned off quickly; whether this fast turnoff 
decreases the circuit losses enough to compensate for the increased losses due to the 
increased collector-emitter voltage depends on the particulars of a given design. (Observe 
that these statements are only approximations, since the currents and the Vf values of the 
various diodes differ.) 

Figure 3.4 A Baker clamp prevents deep 
saturation, speeding turnoff. 

TRANSISTORS: MOSFETs 

Don’t Confuse JFETs and MOSFETs 

When everyone used bipolars and MOSFETs were new, it was fairly common to get the 
terms mixed up. Just to be sure: JFETs are small-signal devices with high on-resistance 
frequently used in rf-type work; MOSFETs, and specifically power MOSFETs, are what 
are used nowadays for power applications. 

p-Channel and +Channel 

Most designs use n-channel MOSFETs, and if there’s no indication otherwise, you can 
simply assume that all MOSFETs in a design are n-channel. One of the reasons p-channels 
are less popular than n-channels is that p-channels have higher on-resistance for the same 
voltage And die area, making them more expensive. 

Still p-channels have a certain utility: they are turned off when their gate-source 
voltage is below a threshold (similarly to n-channels), but they are on when the gate 
voltage is the source voltage, that is, negative. So in practice, they are used by 
attaching the source of the p-channel to a voltage (e.g., 5V) and letting the gate be at 5V to 
turn it off, or pulling it to ground to turn it on. The advantage is that whereas turning on an 
n-channel would require a voltage higher than 5V (such as 12V), the p-channel needs no 
extra supply, being turned on simply by pulling its gate to ground. 

Bidirectional Conduction 

Although MOSFETs are used routinely in synchronous rectification, perhaps it should be 
mentioned that they can conduct current in both direction, drain-to-source as well as 
source-to-drain, not counting the body diode. Applying a voltage from gate to source (for 
n-channel FETs) enables them to conduct bidirectionally. In synchronous rectification, this 
“reverse direction” conduction is explicitly used to short out the body diode, since the 
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product of the current and the RDs,on of the FET is much smaller than the Vf  of the body 
diode. 

Calculating Losses: Conduction Loss 

There are three sources of power dissipation in switching applications of power 
MOSFETs; the first to be discussed is conduction loss. When a MOSFET is fully on, it 
has a resistance from drain to source, and this dissipates power based on how much current 
goes through it, P= 12RDS,on. However, you need to be aware that this resistance goes up 
with temperature [typically R(T) = R(25"C) x 1.007 exp(T - 25"C)I; so to find the actual 
junction temperature, you have to calculate the total power dissipated, figure out what 
temperature this causes (by multiplying by the thermal resistance), then recalculate the 
power based on the new temperature's resistance, and so on iteratively until the calculation 
has converged. 

Practical Note: A single iteration of this calculation is almost always good enough, 
because of limited knowledge of the actual thermal resistance. If it doesn't converge 
after one iteration you're probably dissipating more power than the device can take! 

While on the subject of RDs,on. you might take note that "logic-level" FETs are a 
little bit of a cheat. While their gate-threshold voltage is indeed lower than for a regular 
FET, their on-resistance is also higher than it would be if the gate were driven to a normal 
level. Typical logic-level FETs may have twice the RDs.on at 4.5V VGs as at IO\! 

Calculating Losses: Gate Charge Loss 

A second source of loss, though not lost in the MOSFET, is due to the MOSFET having a 
rather substantial equivalent gate capacitor. (The losses are in whatever devices and 
resistors drive the gate.) Although the capacitance is actually a highly nonlinear function of 
gate voltage, many modern data sheets give a total gate charge Qg, required to bring the 
gate voltage to a certain level ci Power lost by driving this charge into the gate at the 
switching frequencyL is then P =  &I$. Note that there is no factor of 0.5 

Practical Note If the gate voltage you actually drive the gate to differs from the one 
specified in the data sheet, it is probably a reasonable approximation to multiply the 
specified gate charge by the ratio of the two voltages; this works best if the voltage 
you are using is higher than that in the data sheet. (For the cognoscenti, the limiting 
factor in the approximation is how much charge is required to charge the Miller 
capacitance.) 

Calculating Losses: Switching Loss 

The third source of loss in switching MOSFETs, and the second that dissipates into the 
MOSFET, is switching loss. Whenever a (nonresonant) transistor turns off or on, it 
simultaneously has both voltage on it and current through it, resulting in power dissipation. 
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Practical Note An estimate of the switching losses can be had by assuming that the 
voltage is a linear function of time while the current is constant, in which case the power 
lost is P = I* V&.C/2 for discontinuous conduction mode converters, and double this 
for continuous conduction mode, where ts is the transition time of the MOSFET drain- 
to-source voltage from on-to-off (and from off-to-on for continuous conduction 
converters); this is why driving the gate harder results in lower switching losses. 

In summary, total losses associated with switching power MOSFETs are due to 
conduction loss, gate charge loss, and switching loss, of which only the first and last are 
dissipated in the FET. You can get a pretty good idea of the losses in the transistors by 
doing these calculations. Then by using the thermal resistance of the package, you should 
know whether the FET will be cool or hot or very hot; if it’s not pretty close to what you 
calculate, there’s something wrong! 

The Need for Gate Resistors 

You (hopefully) always put a gate resistor in series with the gate of a MOSFET. But if you 
have two FETs in parallel, can you still use just one resistor, maybe of half the value? 

Practical Note You need an individual gate resistor for each MOSFET, regardless of 
whether the devices are in parallel, and even if they have some other current-limiting 
part, such as a bead, in series. The reason is that MOSFETs have both capacitance 
(gat-ource) and inductance (in the leads). This potentially forms an underdamped 
resonant tank, and paralleled MOSFETs have been observed to oscillate at 100MHz! 
If you’re using a digital oscilloscope and don’t know to look for these oscillations, you 
may not even see them, but they can be lossy, and of course they wreak havoc in 
EMI. The gate resistor acts to limit the current the source has to source or sink to the 
gate, but its real significance is to damp the oscillations. 

I 

Maximum Gate Voltage 

One last thing to avoid. On occasion people get the bright idea that to reduce switching 
loss, they’re going to really drive that gate and use a 40V source or the like to ensure that it 
charges past the gate threshold voltage very fast. Don’t even think about it. You end up 
having to stick a clamping zener diode on the gate to prevent it from exceeding its 
maximum voltage rating (always 20V nowadays), and that then throws away more power 
than you could possibly have hoped to save. The right solution is to get a gate driver with 
lower output impedance. In bare die form, power MOSFETs have been turned on in lOns 
with the right driver! 
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OP AMPS 

This section talks about the main parameters that can affect whether you get the anticipated 
operation out of your op amp design: offsets, limits on achievable gains, gain-bandwidth, 
phase shifts, and slew rates. Regardless of your application, you need to be familiar with 
these nonidealities. 

Offsets: Input Offset Voltage 

What’s the story with offsets? Let’s try to untangle how to use these specifications on op 
amps, and also give tips as to when they’re important. 

Consider Figure 3.5, the schematic for a noninverting amplifier with a gain of 10. 
(To make the discussion easy to follow, the input is grounded, but the effects of the offsets 
would be exactly the same if instead a nonzero voltage were used as the input.) Since its 
input signal is ground, we might naively expect its output to be zero volts also. But now 
consider that the LM2902 has a typical input offset voltage V,, of 2mV (Plus or minus is 
always implied, if not explicitly stated.) What this means is that even with no input, the 
noninverting terminal will see (something between plus and minus) 2mV Of course, the 
same thing applies at the inverting terminal when the op amp is used as an inverter. This 
2mV gets amplified just like an ordinary, desired signal, and so at the output will appear 
as (something between plus and minus) 20mV This signal is additive, so if we had 
applied lOOmV at the noninverting terminal, at the output we would have, instead of 
exactly 1 OOmV x 10 = 1 V, somewhere between (1 OOmV - 2mV) x I O  = 980mV and 
( 1  OOmV + 2mV) x I O  = 1.02V. This value is clearly independent of the absolute values 
of the resistors used; it is dependent only on the gain. Thus, input offset voltage is 
important whenever small signals are to be measured and/or when high gain is needed. 

Offsets: Input Offset Current 

The same schematic (Figure 3.5) explains about input offset current, which is very similar 
to input offset voltage. Since the inputs to an op amp are not of infinite impedance, 
applying a voltage to them causes them to draw (or source) some current. The LM2902 has 
a typical Ii, of 5nA. This means that the noninverting (or inverting) terminal will see 
(something between plus and minus) 5nA being pulled from the voltage source dzferent 
from the current being pulled by the other terminal. In the case of the schematic, we are 

Figure 3.5 Op amp circuit for discussion of 
offset errors. * lOOk 
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pulling 5nA from ground through a 9.09162 resistor, and so the noninverting terminal sees 
a voltage of V =  (5nA) x (9.09162) = 45pV (again, this could just as well be -45pV). This 
then is amplified by the gain of 10, resulting in 450pV at the output terminal; this is in 
addition to the offset caused by the input offset voltage. 

In this example, the input offset voltage was much more important for errors than the 
input offset current; but since the error due to the current is determined by the absolute 
values of the resistances used, in addition to the gain, it is clear that for large source 
resistances, the offset current becomes more important than the offset voltage. 

Offsets: Input Bias Current 

Now for input bias current, which is current pulled by both the inverting and noninverting 
terminals by the same amount. (It may help to think of input bias current as common mode 
current, and input offset current as normal mode current.) The LM2902 has a typical of 
90nA. The op amp schematic of Figure 3.5 has the same input resistance for both terminals 
(1OOkQll lOkR = 9.09162), so the effect of pulling equal amounts of current from both is 
none. Suppose, however, that instead of 9.09kR to ground, the noninverting terminal had 
19.09162 to ground. Then there is a difference of low in the input resistances, and this 
results in an offset of V =  90nA x 10162 = 900pV, which gets multiplied by the gain to give 
an output error of 9mV, comparable in size with the error due to the offset voltage. This is 
the reason for trying to use the same input resistance for both terminals, even when they’re 
virtually grounded. 

What to Do About Offsets 

To sum up, the output error of an op amp due to offsets is calculable as 

V = [V,, + (Ios x R )  + (Ib x AR)]gain 

where R is the average of the two input resistances, and AR is the difference of the two. 
Since gain is determined by operating needs, minimizing the error must involve three 
actions: 

1. Ensuring that the resistor values being used are limited to the smallest feasible 
values; this limits the effects of I,, but also results in a need for greater currents 
from the sources being used to drive the signals. 

2. Ensuring that resistor values to the terminals are matched eliminates the effects 

3. Minimizing V,,, which can be accomplished only through selection of the proper 
of Ib .  

type of op amp. 

Unfortunately, a low V,, is also invariably accompanied by a higher operating current of 
the op amp, a lower op amp bandwidth, or both. There are thus engineering trade-offs to be 
made in selecting the proper op amp for an application. 

Limits on Large Resistances 

Sometimes you want a large gain from an op amp and you might try something like the 
bad example shown in Figure 3.6. 



+V 
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Figure 3.6 A circuit that won’t work very well. 1 OM 

Let’s assume that the op amp has adequate gain-bandwidth for your purpose 
(probably this isn’t true; see below)-are you really going to get a gain of 1 OOO? Probably 
not. The trouble is not with the op amp, or with any of the components-as explained in 
the section about resistors, it’s rather with the PCB on which you mount them. For various 
reasons, the leakage around a resistor may exceed the amount of current being supplied 
through the IOMR resistor, effectively shunting it with a lower value. 

Practical Note It is usually not effective to use a resistor larger than 1MC2 on a 
normal PCB, at least without taking special precautions. If you must have this gigantic 
gain, and can’t reduce the 10kQ source resistor to a 1 kQ, try instead the circuit shown 
in Figure 3.7. 

I 

The circuit of Figure 3.7 works as follows. Suppose you have lOmV at the 
noninverting input. Then the op amp forces the inverting input to have lOmV also 
(ignoring offsets in this calculation). With lOmV across IOkR, there must be a current 
flowing of 1 FA. This current has to come from point A through the 90kQ so there must be 
a drop across that resistor of 1 pA x 90kn = 90mv which added to the voltage at the 
inverting terminal means that node A has to be at I OmV + 90mV = 1 OOmV Now 1 OOmV at 
node A means that there must be a current of 1OOpA flowing into the I k n  resistor. This 
current (plus the 1pA flowing into the 90kR) must come from the output through the 

+V 

I -V I 

Figure 3.7 Practical circuit to get a gain of 1000. 6‘. 
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98kQ which is therefore dropping 98kR x 101 FA = 9.9v and the output voltage is this 
plus the voltage on node A, for a total of 9.9V+ lOOmV= l0Y a gain of 
IOV/lOmV= 1000. No resistor in this circuit is larger than IOOkQ. 

Gain Bandwidth 

Suppose I use an op amp to construct a gain-of- 10 amplifier. Suppose next that I use it to 
amplify a sine wave (ignoring slew rate for the moment, see below), and I keep increasing 
the frequency of this sine wave. At some frequency, the op amp itself will run out of gain 
and the output of the amplifier will stop being I O  times larger than the input. If I increase 
the frequency further, at some point the output will have the same amplitude as the input. 
This frequency is independent of the external components used to set the gain, and is 
called the gain bandwidth of the op amp. 

One of the places you have to watch out for this parameter occurs when you use an 
error amplifier in a power supply. For example, the result of a calculation on closing the 
control loop, discussed in detail in Chapter 6, might be that you need a gain of 300 at a 
frequency of 20kHz. Well, a gain of 300 isn’t so bad, and of course most op amps will 
work well at 20kHz; unfortunately, the two parameters together imply that the op amp must 
have a gain bandwidth of 300 x 20kHz = 6MHz, which may be beyond many of the error 
amps included in typical PWM ICs. This problem becomes quite noticeable as converter 
bandwidths reach into the tens of kilohertz. The symptom of having inadequate bandwidth 
in an error amp may be something like an instability in the converter, even though you 
have correctly compensated the loop. 

Phase Shift 

Even beyond gain bandwidth limitations of common op amps, there is an additional 
problem: as the sine wave frequency injected into the op amp in the thought experiment in 
the preceding section is increased, the output sine wave becomes more and more phase- 
shifted from the original. In the case of an op amp that is being used as the error amplifier 
in a converter, this translates to extra (unexpected!) phase shift in the loop, reducing phase 
margin. This too can cause a loop to be unstable even though apparently correctly 
compensated. 

This is unpleasant enough, but worse yet, very few manufacturers give even typical 
numbers or curves for phase shift as a function of frequency, to say nothing of trying to do 
a worst case. It turns out that the phase shift is very dependent on the internal construction 
of the op amp; it is not the case that op amps with a higher gain bandwidth product 
necessarily have less phase shift at a given frequency than those with lower gain 
bandwidth! In fact, the only practical method for deciding whether a given op amp is 
going to give excess phase shift for a particular application is to measure it; for example, 
configure the op amp as a unity gain follower, and use a network analyzer, as described in 
Chapter 4. 

Slew Rate 

The last limitation of op amps we consider is the speed with which they can change from 
one output voltage to another. In the description of the gain-of-IO amplifier in the 
discussion of gain bandwidth product, it was assumed that the input signal was tiny. 
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Suppose instead that the input was lVpp; then the output would have to be lOV,,. If, for 
example, the frequency of the sine wave was 200kHz, then in one quarter of the period, 
( i  ) x (1 /200kHz) = 1.25p, the output has to go from OV to maximum, a change of lOV; 
this implies that the op amp needs a slew rate of at least 1 OV/ 1 . 2 5 ~ s  = 8V/ps, to use the 
common units. Many common op amps, particularly low power devices, can’t slew this 
fast. 

When is this important? One place, again, is in high bandwidth converters. As 
discussed in Chapter 6, it’s not enough for a converter to be small-signal stable, it also has 
to have adequate response to a transient. When a transient occurs, the output voltage of the 
error amp has to change levels. If the device happens not to have the slew rate needed to do 
this, you will be left puzzling about why your fast converter is so slow. 

In summary, then, gain bandwidth product and phase shift for an op amp used as an 
error amp are related to the small-signal performance of the converter; slew rate is related 
to the large-signal, transient performance. 

COMPARATORS 

Hysteresis 

The same offsets and biases discussed for op amps apply in exactly the same way for 
comparators. Comparators are unique however, in that their outputs can be expected to be 
either high or low, not anything in between (No, don’t try to use that spare op amp as a 
comparator, or vice versa! Distinct parts are built for a reason.) Actually, since comparators 
are real devices, on occasion they oscillate between these two states, sometimes at 
surprisingly high frequencies. The usual reason for this behavior is that the comparators 
don’t have hysteresis. This can cause all sorts of problems that take time to debug. 

Practical Note Always use hysteresis on comparators unless they are intended to 
run a latch: that is, if the first time the comparator trips, it is intended to cause 
something from which there is no recovery. 

EXAMPLE 

For small amounts of hysteresis, you can easily guess hysteresis values. For the circuit of Figure 3.8, 
since lkQ/IOOkQ =0.01, the amount of hysteresis will be about 1 %  of the reference voltage. 

Figure 3.8 
this comparator, 

It’s easy to guess the hysteresis of 

LM2901 

-V 

lOOk 
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Output Saturation Voltage 

One other unique aspect of comparators is that when they go low, they often don’t go to 
OV: Inspection of the data sheet of the common LM139 shows that its output is only 
guaranteed to be 0.7V if it is sinking 6mA. So when designing hysteresis, make sure to 
check how much current the output is intended to be sinking; if it’s more than about ImA, 
you need to include the saturation voltage in determining the hysteresis resistor values. 

Saturation voltage also is important in driving an NPN transistor from the output of 
the comparator; at 0.7V a “low” probably will suffice to turn on a base-emitter junction 
and have the transistor on, so you can’t use the comparator to directly drive a bipolar! For 
this situation, you need a blocking diode and a pull-down base resistor. Figure 3.9 shows 
an arrangement that will work even in worst case (the worst case of this circuit is analyzed 
in Chapter 10). When the comparator pulls low, even to only 700mV, the diode is off, 
keeping the transistor off. The pull-down on the base is needed because the base would 
otherwise be floating when the diode is reverse-biased, and the transistor might be partially 
on through leakage currents. 

Figure 3.9 How a comparator should be 
configured to drive a BJT. 
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INTRODUCTION 

If you’re like most of us, when you get a new piece of equipment, you play around with the 
knobs for a while, try it out on some unsuspecting circuitry, and then turn your attention to 
something more pressing. For items such as fancy oscilloscopes with lots of menus, you 
may occasionally have to look in the manual to find out where something is. Generally, 
though, well-designed equipment should be usable intuitively without any special 
training. 

Even so, a number of considerations in the use of equipment and in measuring 
technique won’t be in a manual, simply because they relate not so much to the design of 
the instrument as to how and when one particular instrument should be used rather than 
another. These instrumental considerations range from the general issues that apply to all 
instruments, such as the question of accuracy versus precision, to the specific, such as 
under what circumstances to distrust your AC power meter: This chapter offers practical 
guidance on general questions; it doesn’t try to tell you how to use your voltmeter. 

CALCULATORS AND CALCULATIONS 

How Many Digits? 

“I  added the numbers four times, and here are the four answers.” 
We smirk when we hear this old chestnut, but in fact a lot of people are guilty of 

something similar all the time. The question is, How many digits should I write down 
when I make a measurement? We’ll talk about accuracy versus precision in the next 
section about DVMs; for now, let’s assume that your voltmeter is absolutely accurate, so 

59 
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that when it says the voltage is 15.426V you know that it is (for sure) somewhere between 
15.4255V and 15.4265V. 

Should you write down l5.426V? Or 15.4V? Or maybe just 15V? The answer 
depends on the purpose of recording the data. If you’re checking that an op amp has the 
proper supply voltage, and you’re using that op amp for general purpose only and don’t 
care whether it has 14Vor 16Vas long as it works, then just writing down 15V is perfectly 
adequate-if indeed you bother to write it down at all. But the more common case is this: 
you’re measuring both voltage and current, because you want to know power. Let’s 
suppose you’re using a handheld meter for the current, and it has only three digits, reading 
2.02A. This means that you know the current only to three significant places-it’s 
somewhere between 2.0 1 SA and 2.025A. Since in this case your knowledge of the current 
(three decimal places) is less than your knowledge of the voltage (five decimal places), the 
current controls your accuracy. This means that yourfinal answer, power, can be known 
only to the same three decimal places that your least accurate measurement is known to. 
The correct thing to do (in this example) is to write down the voltage measurement to one 
more decimal place than the current, multiply, and then round off the answer to the three 
decimal places: V = 15.43\! I = 2.02A, so P = 15.43V x 2.02A = 31.1686W, and the 
answer recorded should be 3 I .2W. Pay real close attention here! 

The final result of the calculation CAN’T have more digits 
than the LEAST accurate measurement! 

This is because the uncertainty is greatest in the least accurate measurement, and this in 
turn controls the accuracy with which you can know the answer. 

Do I Care? 

The question of uncertainty is not just one of those dull things you forgot in high school 
and have thereafter ignored with impunity. To rub in the point, consider how far off the 
calculation could be. If the voltage and current were both at the low end, even though the 
meters were reading correctly, P = 15.4255V x 2.015A = 31.08W; and if both were at 
the high end, P = 15.4265V x 2.025A = 3 1.24W, a difference of 160mW, entirely due to 
the limited number of digits on the meters. This doesn’t seem like a big deal until you 
realize that you might be trying to measure the efficiency of an efficient converter. If the 
input power was 33.3W, then the efficiency is somewhere between q = 31.08W/33.3W = 
93.3% and = 31.24W133.3W = 93.8’Y-and this doesn’t even include the inaccuracies 
in the input measurement! The difference between being able to report 94% efficiency 
rather than 93% efficiency can make or break a project. The correct thing to record is 
q = 31.17W/33.3W = 93.6%, halfway between the minimum and maximum (note that 
the extra digit was again held over until the final calculation). 

A Closely Related Problem 

A closely related problem is not writing down enough digits. Maybe there’s a little flicker 
in the last digit of the meter, and anyway there’s not much difference between writing down 
2.02A and just plain 2A, right? The example above shows that to be able to write down a 
number representing efficiency of an efficient converter to two digits requires writing 
down all the measurements to three digits. The reason here is slightly different fiom that 
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given above: to calculate efficiency, two numbers that are very nearly equal are being 
divided, and so small inaccuracies in either one make the answer quite inaccurate- 
because you are presumably quite interested in whether the efficiency is 94% rather than 
93%. 

One More Problem to Avoid 

A rather less common pernicious problem is the casual assumption that your measurement 
has unlimited precision: as we’ve emphasized, if a meter says 2.024 that’s what is meant, 
not 2.020000A! It’s the same thing: your meter only has three digits, and there’s no way to 
get a better number out of it by pushing buttons on a calculator. All you can do is get a 
better meter. 

DVMs AND OTHER METERS 

Accuracy versus Precision 

In the foregoing discussion about how many digits to use in calculations, we assumed that 
what the meter showed was exactly right-that is, that the meter had unlimited accuracy. 
However, the meters showed only a certain number of digits (in the example, the handheld 
current meter showed three) and thus had a limited precision. But of course real meters 
have not only limited precision, they also have inaccuracies of various kinds, and problems 
of both types limit the validity of any measurements you make. 

Averaging 

It might be tempting to try to get a more accurate measurement in the case of a meter 
whose last (or several last) digit(s) are flickering by writing down the number several times 
and then averaging, as in Table 4.1. This idea is fine if you know for sure that the reason 
that the digits are flickering is due to white noise (random noisepalthough in this case a 
better plan is to suppress the noise with a filter (see below). But if the noise is rather due to 
a periodic signal, such as an oscillation in the circuit at lkHz, your meter may be reading 
the signal at the same point in each cycle, causing a systematic bias in the measurement, as 
in Figure 4.1. This is exactly the same thing as aliasing in an oscilloscope. In this case, you 
have an added inaccuracy, and filtering is essential; your “human averaging” is actually 
degrading the information. 

TABLE 4.1 Sample Averaging Data 

Trial I 
Trial 2 
Trial 3 
Trial 4 

2.02A 
2.06A 
2.05A 
2.00A 

Average: 2.03A 
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Figure 4.1 If your DVM samples at a 
frequency related to an AC component of your 
waveform, you may get false readings. 

How to Filter a DVM 

To filter a DVM input, it’s necessary to know what frequency noise you want to get rid of. 
Otherwise, you may be filtering the thing you want to measure! As an example of how to 
successfully filter a signal, suppose you want to filter a IOOkHz noise source from a 
switching supply, and you need to reduce the noise by a factor of IO. This implies that the 
filter should have a frequency of about 1 OOkHz/ I O  = 1 OkHz. This sets the product R times 
C, but not their individual values. The key here is that R is going to be in series with the 
input resistance of the meter. Therefore, to maintain a certain accuracy, R must be smaller 
than the input resistance by that amount. If the input resistance of the meter is IOMR, a 
typical value, and you are trying to achieve 0.1% accuracy, the R you choose for the filter 
has to be less than lOMR x 0.1% = IOkR. Completing the example, with R = l o r n ,  the 
capacitor (see Figure 4.2) will be 

1 
27c lOkHz lOkR 

C =  = 1.5nF. 

You may want to build up a few of these little circuits on perf boards with a pair of 
banana jacks on both ends, for easy availability when needed in the lab. 

DVM Circuit being measured 

Figure 4.2 A filter for a DVM. 

Measuring RMS and DVM Bandwidth 

Your DVM updates its display a couple of times per second. However, this information 
doesn’t necessarily have anything to do with its bandwidth, that is, the maximum 
frequency signal the instrument is able to measure. You find out the bandwidth by looking 
in the manual, but one thing to check is that the meter has adequate bandwidth for the 
measurement you’re trying to make: if the bandwidth is 1 kHz, the meter will certainly read 
a lOkHz signal as smaller than it really is. 

Meters used in AC power measurements are a special case of this potential 
inadequacy. They frequently have very limited bandwidth, and so if you’ve attached, for 
example, a discontinuous flyback converter to the AC line, you can expect to get false 
readings unless you put a large capacitor in front to smooth the pulsating current. 

Of course, putting a large cap in front is exactly the opposite of what you want to do 
to measure the power factor. In fact, measuring the input power and the power factor of an 
off-line converter may require two separate measurements, each with its own setup. 

Another point to observe with RMS measurements is that many AC meters have a 
maximum crestfactor they can tolerate; that is, if the peak (current) is very much higher 
than the average, they also give false readings-read the specs on this carefdly. 
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Finally, it is worth observing that many types of meter have their internal circuitry 
somehow upset by high frequency noise, such as that generated by a switching power 
supply. (Isn’t that convenient?) Almost all measurements on a converter are going to 
require filtering and careful attention to meter limitations. 

Measuring Efficiency : Cross-Calibration 

Here is a practical method for getting rid of accuracy problems where they are most 
important, during converter efficiency measurements. In measuring efficiency, you have to 
measure an input voltage and current, and an output voltage and current. If you were to 
simply write down the value of a meter reading from each of these four measurements, 
you’d end up with quite a bit of inaccuracy in the efficiency, because each meter 
contributes its own piece of inaccuracy to the result. However, note that the efficiency 
is the ratio of the two voltages times the ratio of the two currents. Thus the absolute values 
are of not much concern (you don’t care whether the input is 27V or 28V, etc.) If both the 
voltage (or current) meters are then 0.3% high, this inaccuracy cancels out! Thurwhat  
you want to do is what the author calls “cross-calibration”: that is, before making the 
measurement, you attach both DVMs being used for the voltage (or current) measurements 
to exactly the same point (pass exactly the same current through them, respectively); they 
should read exactly the same. If they don’t, you can find a scale factor for one of them that 
makes its reading equal to that of the other. If you now use the scale factor when measuring 
the efficiency, the inaccuracies still cancel out. 

Practical Note If you wanted to do it just like calibration people do, after the cross- 
calibration, you would next either ensure that the meter stays on the same scale 
throughout the measurement or cross-calibrate it with itself on the other scale, the 
one it’s going to be used on. But practically, this isn’t necessary, cross-calibration 
seems to work just fine without going to this extreme. In real-life a more serious 
problem occurs when someone comes by overnight, uses your meters, and puts them 
back in a different order. Now in the morning the cross-calibration is wrong, and you 
don’t even know it! The author doesn’t have a suggestion to fix this problem. 

Where to Put the Probes 

Practical Note Put the DVM probes on separate leads from the power leads. Don’t 
jack them in to the load. 

The idea here is that since the power leads are carrying current, they have a voltage drop 
that increases, the further along the wire you go. So when you’re doing a precision 
measurement (like efficiency, again), bring out separate wires from the output for the 
measurement, as shown in Figure 4.3. The same should of course be done for the inputs; 
often on converters, attention to this matter alone can be responsible for increasing the 
efficiency measured by 1 or 2% (the larger number is the correct one). 
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Figure 4.4 
with a current source and a DVM. 

You can measure small resistances 

output 

/ 

Load bank Power supply 
under test 

Figure 4.3 Use separate connections for carry- 
ing current and measuring voltage. 

The same reasoning should be extended to the case of a small connector to which 
you must attach both the power connection and the meter, either input or output. Since 
there will be a voltage drop along the pin due to the current, the correct way to measure the 
efficiency is to attach the probes closest to the power supply under test, and then attach the 
power connections further away. 

Measuring Very Low Resistances 

Exactly the same technique should be used to measure a very small resistance. For 
example, you may need to know the resistance of a PCB trace, or the winding resistance of 
a transformer. Although a four-wire ohmmeter could be used, these instruments are 
frequently not conveniently available in a lab. The best way to do this measurement is to 
pass 1A (or 10A, or whatever) through the part or trace being measured, and use a DVM to 
measure the voltage drop-but be sure to have the DVM probes inside the power 
connections, as shown in Figure 4.4. 

Using a Shunt for I > 10A 

Most DVMs can’t measure a current greater than 10A. A good choice here is to use a 
current shunt, and measure the voltage with a DVM. Shunts are discussed briefly in the 
components chapter, Chapter 3. The shunt typically has separate leads for power 
connections versus sense connections: use them! Although shunts are usually 1% 
tolerance, you can achieve better accuracy by cross-calibrating the shunt together with 
the DVM you’re going to be using in the measurement. That is, pass (say) exactly IA 

Power leads IDVMI 
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through the shunt, and measure the voltage, calculating the resistance of the shunt, which 
amounts to the scale factor in this case. Just be sure to keep the shunt and DVM together as 
a pair thereafter. Otherwise you will lose the calibration. 

How to Use a DVM to Measure a MOSFET 

Well of course you’re not going to be able to actually characterize the MOSFET with a 
DVM, but you can find out if it’s “busted” or not. The trick is that on their resistance 
settings, mains-powered DVMs produce enough voltage to turn on the gate of a FET, at 
least a little. (Battery-powered DVMs produce a lower voltage, so this trick won’t work 
with them, unless you have a logic-level MOSFET.) 

To check the FET, first measure the resistance from drain to source. Here, “from” 
means putting the positive terminal of the DVM on the drain, and “to” means putting the 
negative terminal of the DVM on the source. The resistance should be something like 
lOMQ or more. (If it’s much lower, it’s busted.) Now measure the resistance “from” the 
gate “to” the source: it should also be IOMR. Then, without letting the gate touch 
anything, measure the drain to source again. If the MOSFET is OK, you now read 
something like a few ohms up to maybe 2 or 3kR. If it reads open again, chances are the 
MOSFET is dead, since measuring the resistance of the gate to source should have applied 
enough gate voltage to turn it somewhat on. 

Note: If in this last step (measuring drain-source after having measured gate-source) 
the measurement shows 20 or 30kR, the MOSFET is probably also busted, although in a 
weird way that doesn’t show up well except in-circuit. You should try measuring its drain- 
source breakdown voltage with a curve tracer; generally, such a measurement with the 
DVM indicates that this FET too should be thrown away, although you might want to send 
it to Failure Analysis so they have something interesting to do. 

ELECTRONIC LOADS 

Why Is My Stable Converter Oscillating? 

Electronic loads are convenient. You don’t have to find that unusual resistor value in a high 
power package, and you don’t need to find a fan to cool it either. But it’s wise to recognize 
that these instruments have some significant limitations. Otherwise you may waste a lot of 
time looking in circuitry for problems that really lie in the instrumentation. 

An electronic load is basically a bunch of power transistors in parallel, controlled by 
a feedback loop or loops, and operated in the linear region so that they are dissipative. The 
kind of control loop determines whether they appear as a resistive load, as a current sink, 
or as a constant voltage. 

Regardless of mode of operation, electronic loads are always being controlled in a 
feedback loop, and of course this feedback loop has finite bandwidth: in typical units this 
bandwidth is somewhere in the vicinity of 1-SkHz. If your converter has more bandwidth 
than your electronic load, the load will not be able to make its transistors look resistive; as 
a result, your converter sees some unusual type of load impedance and may well start to 
oscillate. If your stable converter is oscillating, think about the load! 
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Practical Note During converter development, try to use resistive loads if possible; 
reserve the use of electronic loads for the production line, after the bugs have been 
worked out. If it’s necessary to use an electronic load, at least try to hang the 
anticipated load capacitance on the load’s inputs, to reduce the load’s impedance at 
the high frequency end. 

Minimum input Voltage 

Electronic loads typically require some minimum input voltage to operate properly-read 
the manual to find out what this is if you’re going to use an electronic load on a rail of less 
than 5V (and they usually can’t stand negative input voltages at all). Typically, this 
minimum is in that range of 2-3V Some types of electronic load are especially pernicious 
in that they will appear to operate at less load voltage than their minimum but won’t have 
the proper impedance characteristics. You can waste a lot of time trying to debug your 
converter with something like this. 

OSCILLOSCOPES 

Aliasing 

If you don’t know or aren’t sure what “aliasing” means, try this little experiment. Set the 
output from a function generator producing a I OOkHz sine wave and put it into your digital 
oscilloscope with the scope set on 10ps/div. You see I O  cycles of the sine wave. Now start 
increasing the sweep time, to IOOps/div, then Ims/div. When you get to lOms/div. you 
may suddenly see a nice sine wave again. (If not, try a few more turns of the sweep speed 
knob.) This effect occurs because the oscilloscope can display only a finite number of 
points, and if it displays for a long enough period, it may end up looking like something it 
isn’t. (A textbook will explain the mathematical details.) 

Aliasing happens when your oscilloscope either can’t take enough samples per 
second to catch everything your signal is doing or, more likely for power supplies, doesn’t 
have enough memory to store the entire waveform occurring in a sweep period. For 
example, if the scope has 1000 points per channel, and you’re set at IOms/div, with 10 
divisions displayed, the sweep time is IOms/div x 10 divisions = looms, and since it only 
has 1000 points, it can only display intervals of 100ms/l000 points = loops; anything 
happening in less than this time can be abased. That is, you may miss the event entirely, or 
it may appear to be at a lower frequency than it really is. 

The practical point here is that just because your digital oscilloscope says your signal 
is doing something, this isn’t necessarily happening. If you don’t know what to expect, you 
can be seriously fooled. This is particularly likely to happen when you have 60Hz pickup 
and you’re triggered in such a way and at such a time base that you don’t see anything at 
that low frequency; you try to figure out why the waveform is different when you check it 
twice! The best plan when looking at a brand new signal is to sweep over a very broad 
range of time bases to ensure that there isn’t something unexpected happening. Or, be an 
old fuddy-duddy: try using an analog oscilloscope for the early stages of investigating a 
new signal; it won’t alias. 
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NETWORK ANALYZER 

A network analyzer is an instrument for measuring the response of a system to a sine wave; 
that is, it measures the transfer function by producing a sine wave whose frequency varies 
slowly with time, then measuring the magnitude and phase response of the system to this 
signal. Network analysis can be as simple as measuring the impedance of a capacitor as a 
function of frequency, or as complex as measuring the closed loop response of a converter. 

A network analyzer is a must-have for the loop measurements we’re going to be 
doing in the chapter on stability, Chapter 6. Since they are complex instruments, and not 
nearly as familiar as oscilloscopes, we’re going to give detailed instructions for operating 
the HP3562A, a typical instrument in the medium price range. The HP3562A is not 
particularly convenient for measuring impedances, but it works fine for measuring loops, 
which is what the instructions will be targeted for. Other popular models (such as those of 
Veiiable Instruments) are quite similar in concept. Thus, although the detailed instructions 
regarding which buttons to push will differ, the general procedure will be the same. 

Step-by-step Instructions 

In the 10-step instruction set that follows, the hardware, or hard, buttons labeled on them 
on the front panel are indicated by the capitalized word BUTTON, whereas the soft (Le., 
software-generated) buttons that appear on the display screen in response to pressing a 
BUTTON are designated by the capitalized word SELECT. 

1 .  The analyzer takes about a minute to warm up and perform its self-checks. The 
very first thing to do with the HP3562A is to push the BUTTON Cal, and 
SELECT Auto Off. This particular machine, unlike others, will otherwise 
calibrate itself without warning, often splat in the middle of your measurement. 
This can cause your supply being tested to explode, since calibration is 
accompanied by the generation of signals. 

2. The next step is to select the measurement mode. To measure the loop response 
of a converter, you want the analyzer to produce a time-varying sine wave. Push 
the BUTTON Meas Mode, and SELECT Swept Sine. Other models may require 
you to select network analyzer mode, or gain-phase mode. 

3. Next we set the fiequency range over which the transfer function is going to be 
measured. A typical sort of range for a moderate bandwidth converter might be 
from lOHz to lOkHz, three decades. We also have to set how quickly the sweep 
is going to be made. On this machine, a reasonable compromise between signal- 
to-noise ratio and operator patience might be 30 seconds per decade, for a sweep 
time of I .5 minutes. You can also select how much averaging is to be done (how 
many times the same band is averaged before going on to the next frequency), 
but we’ll not use this in this example. On fancier machines, you may be able to 
select directly the windowing bandwidth, which is accomplished in this machine 
with the sweep speed. Thus, press the BUTTON Freq and SELECT Start Freq. 
On the keypad, press the BUTTONS for IO, and then SELECT Hz. Next, 
SELECT Stop Freq, press the BUTTONS for 10, and SELECT kHz. Finally, 
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SELECT Sweep Rate, and use the BUTTONS Up/Down to get to about 
30s/Dc. 

If the plots look scraggly, which happens usually at the lower end of the 
frequency spectrum, you can sweep more slowly, and/or average; but of course 
either ploy increases the time needed for the measurement. 

4. Next we set up the display. We’re trying to get a Bode plot, so we need two 
traces: one for magnitude, the other for phase. Other machines may do this 
automatically in gain-phase mode. Start by selecting BUTTON A, for the A 
trace. Then push BUTTON Coord, and SELECT Mag(dB). Then push 
BUTTON Meas Disp, and SELECT Freq Resp, since we are sweeping 
frequency. 

5. Now we can do the same for the second trace: select BUTTON B, push 
BUTTON Coord, and SELECT Phase. Then push BUTTON Meas Disp and 
SELECT Freq Resp. 

6. To turn both traces on simultaneously, push BUTTON Active Trace A/B; this 
produces the magnitude trace on the upper half of the screen and the phase trace 
on the lower half, the usual display style for a Bode plot. Other machines 
produce a single screen with both gain and phase on a single plot, with two axis 
scales. 

7. For convenience, it is helpful to let the machine control the vertical axes scales 
(gain and phase), rather than worrying about it yourself. Push BUTTON Scale 
and SELECT Y Auto Scale. If you have special display requirements (e.g., not 
showing what happens below 0” phase, as we do in the stability chapter, Chapter 
6), you can turn off this autoscaling on either trace independently by pushing 
BUTTON A or BUTTON B, and then SELECTING Y Fixed Scale, and pushing 
BUTTONS on the keypad for the minimum and maximum display range; the 
analyzer clips any measurement outside the selected range. 

8. Now we set up the characteristics of the signal output that’s going to be used to 
drive the system. For a closed loop measurement, a level of about lOOmVAC is 
suggested as a starting point. Push the BUTTON Source, and SELECT Source 
Level, then press the keypad BUTTONS for 100 and SELECT mV; or you can 
use the BUTTONS Up/Down, or use the dial to accomplish the same thing. 
This machine powers up with the DC Offset = 0, but for the open loop 
measurement, this can be changed if desired. 

The most common cause for scraggly looking plots at moderate frequen- 
cies is insufficient source drive level; try increasing it until you get a nice 
smooth plot. However, you need to observe the cautions below. 

9. Finally, to turn on a cursor (useful not only for your measurement, but also for 
displaying information in a presentation), push the BUTTON X. 

I O .  Some machines (although not the HP3562A) require you to set the input 
impedance and the input attenuation for each input channel. Input attenuation 
can be set to any value (usually either OdB or 20dB) as long as the same one is 
used for both channels. An “input overload” warning that appears while the 
sweep is being run indicates that the input attenuation should be increased. The 
input impedance should be set to 1 MR for both channels. Occasionally you will 
come across an instrument that has only a 50R input; this type CAN’T BE 
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USED for loop measurements, because the 50R load disturbs the loop 
components too much. 

The network analyzer itself is now ready to go. But there are a few more things to 
know before you begin operation. The most important is to avoid thinking that the loop 
can be temporarily closed without injecting a signal by turning off or disconnecting the 
Source. Don’t do it! With the mixer method (see the chapter on stability, Chapter 6) 
disconnecting the Source causes the output voltage of the mixer to double, causing the 
output of your supply to double! The correct way of removing the AC signal is to set it to 
OV with the BUTTON Source. This caveat is irrelevant if you are using the transformer 
method. 

Another step you’ll certainly want to take is to monitor the gate drive signal with an 
oscilloscope while the analyzer is sweeping. Although the output of the analyzer is a 
constant amplitude, the response of the converter to this signal is not a constant; it happens 
not infrequently that what seemed a reasonable drive level at low frequencies causes the 
duty cycle to fluctuate wildly, and to go to zero at frequencies near the converter’s 
bandwidth. You have to avoid this, because if the duty cycle ever goes to zero, the 
converter isn’t operating, and you’re no longer measuring the transfer function. This is the 
reason for watching the gate’s duty cycle while sweeping, to ensure that the duty cycle is 
OK. A symptom of duty cycle collapse (if you’re looking at someone else’s measurement) 
is a sudden, discontinuous jump in the Bode plot. 

Practical Note A good starting point for signal amplitude (source level) is to set the 
oscilloscope time base so that you’re looking at a single cycle of the duty cycle (and 
trigger on the rising edge, as shown in Figures 4.5 and 4.6) and then increase the 
source level until you can just make out a little movement on the following edge. The 
figures show good and bad levels of drive. Figure 4.5 shows the gate drive of a 
converter being driven properly: the dither on the falling edge is caused by the 
modulation of the loop. Figure 4.6 shows the gate drive being overdriven: not only is 
the dither enormous, but the duty cycle goes down to 0% during a portion of the low 
frequency cycle. 

With all of this set up, you can now turn the system on, in this order: mixer power 
supply, converter input power, and then analyzer sweep, by pushing the BUTTON Start. If 
you stop the sweep (by pushing the BUTTON Pause), reverse the order, by first turning off 
the converter input power and then the mixer’s supply. Rigidly following this order 
prevents the converter from operating in open loop mode, where it might very well self- 
destruct, since the mixer is in the feedback loop, and it is of course an open when 
unpowered. 

Nyquist Plots 

The HP3562A can also be used to generate a Nyquist plot from the data. For this function, 
you need only press the BUTTON Coords, and SELECT Nyqust (sic). Since it is a single 
graph, it’s best to turn on just A. Otherwise you will have two half-sized plots of the same 
thing. Not all analyzers have the ability to display Nyquist plots. 
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Figure 4.5 Gate waveform, showing proper network analyzer drive level 

Figure 4.6 Gate drive waveform, showing too high a drive level 
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Figure 5.15 Typical vendor’s table for selecting a wire gauge. (From Ref 2, p. 13.) 
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Practical Note When the manufacturer doesn’t give the length per turn for 100% fill 
factor, or (more commonly) doesn’t tell you what fill factor the length per turn is for, 
a good approximation for all core sizes can be made as follows: length per 
turn = OD+ (2Ht), where OD is the unwound core outer diameter, and / i t  is the 
unwound core height. 

The catalog (Figure 5.12) lists the length per turn as 0.072 ft. The resistance per length 
of#22 wire, again from Figure 5.15, is O.Ol62Q/ft. The resistance (at 20°C) is thus 

R = lengthfturn x number of turns x resistancellength 
= 0.072ft x 29 turns x O.O162Q/ft= 34mQ 

about half the 75mQ we initially calculated as absolute maximum permissible. 

Power Loss 

So far we’ve calculated the DC flux density and the resistance. To find total power loss in the 
inductor (aside from temperature, which will be done iteratively, see below), we still need 
the AC flux density, which determines the core losses. Let’s calculate this next. 

Recall that our switching frequency is 250kHz, which is a period of 4ps. The duty 
cycle was 33% (because VJVi ,  = 5 V f l S V  = 33%), and so the peak-to-peak ripple 
current was 0.377A. 

So the core has a peak-to-peak AC flux density of H A C  = H / N I  x N x IAc = 
0.467 x 29 turns x 0.377A = 5.1 Oe. Since the permeability is 125 x 80% = 100 
(because the permeability has been reduced by the 2ADC current), the AC core flux 
density is BAC = HAC x p = 5 Oe x 100 = 500G,,. 

Following the theoretical discussion above, we cannot find out what the core losses 
for this situation are really because the current waveform is triangular, not sinusoidal. Still, 
since all we have is losses for sinusoids, we’re going to go ahead and get an approximate 
idea of the core losses by approximating the triangular waveshape with a sinusoid of the 
same peak-to-peak amplitude. 

Practical Note This approximation is one of the main reasons it’s necessary to go to 
the lab and really measure your magnetics. It simply isn’t possible to get really good 
power loss calculations for the core (you’ll be doing very well if you’re within 1&20%). 
Note however, that you can do much better when the magnetic piece really is a DC 
inductor, because if the AC ripple is zero, then so is the core loss. 

I I 

Referring now to Figure 5.16, another chart fiom the Magnetics catalog, we find that 
with a flux density of 500Gpp at 250kHz, there is a core loss of approximately 30Wllb. 
[Note: This is a pretty crazy unit, huh? Other manufacturers give it in W/m3.] The core has a 
weight of 0.0046 Ib, so the core losses are about 140mW. 

To get the total losses for the design, let’s add in the copper loss: P = 12R 
= (2A)* x 34mR = 136mW (at 20°C). Notice that the copper losses are just about the 
same as the core losses. Following our rule for optimal design, this means we have done a 
good job. If the ripple had been much smaller, yielding a smaller core loss, this would have 
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told us to decrease the copper loss at the expense of increasing the core loss, which we 
would accomplish by removing turns, using a higher perm core, and letting the inductance 
swing more --just the direction we initially started from. In practical terms, this would mean 
that our restriction of not letting the inductance swing down to less than 80% of its initial 
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Figure 5.16 Calculating core loss. (From Ref. 2, p. 22.) 
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value would have been causing unnecessary losses. Of course, there may be a perfectly valid 
reason for limiting the swing, which in the case of a flyback is to prevent the pole set by the 
inductance from moving too much, as will become clear in questions of stabilizing the loop 
in the following chapter. At any rate, even though the losses are optimized already, at this 
point in the calculation it won't hurt to revisit this percent swing limitation to see if it c& be 
usehlly relaxed any. 

The total power losses are P = P,, + PWim = 140mW + 136mW = 276mW, and 
so we can estimate the temperature rise with the formula: 

276 0.833 (p(mW) 0.833 =(=) =50"c 

where SA is the (wound) surface area of the inductor, which is listed in the Magnetics 
catalog [2, p. 41. If the power loss and thence temperature rise were dominated by the copper 
losses, and if the temperature rise had proven to be excessive, we would also have been 
pushed in the direction of fewer turns. Realistically, in this case it might be necessary to go 
to the next core size up. Conversely, if the temperature rise seemed acceptably low, the 
entire calculation could be repeated for the next core size down, to see if a smaller (and 
therefore cheaper) core would work. 

Temperature Dependence 

With the 50°C rise, we can now calculate the copper losses as a h c t i o n  of temperature. 
(Remember that the 136mW was based on the assumption that the wire was at 20°C.) The 
goal here is to produce a final power loss and temperature rise estimate that is self- 
consistent. That is, we want the temperature at which the power loss is calculated to be the 
same as the temperature at which that power loss implies the core is going to be operating. 
The equations governing the two equations are transcendental, so they can't be given 
a convenient form; but in reality, for all practical designs the temperature can be solved 
for iteratively, in just one or two cycles. Let's do that here, so you can see an explicit 
example. 

The temperature rise calculated by our first estimate, AT, was 50°C. So the resistance 
should be multiplied by a factor of (1.0039)50 = 1.21, because copper has a positive 
temperature coefficient of 0.39%/"C; that is, the resistance at 20°C + 50°C = 70°C is 
3 4 d  x 1.21 = 4 1 d .  The new power loss is 165mW in the copper, which is 305mW 
total, for a temperature rise of 55°C. This is close to the temperature at which we calculated 
the copper resistance, and so the whole calculation is now self-consistent. If the core 
operates only at 25"C, this 55°C temperature rise is perfectly acceptable. 

Practical Note In practical applications, however, it is often desirable to limit the 
magnetics temperature rise to about 40°C. 

I I 

For example, if the inductor is going to operate in an ambient temperature as high as 
70"C, the inductor will be getting up over 125"C, and so you need a cooler design. Don't 
forget about maximum ambient temperature when calculating the wire resistance, either! 
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Conclusion 

As you see, there can be quite a bit of work involved in the design of even the simplest 
magnetic structure, a DC inductor. People who do such designs frequently tend to use 
computer programs. All the major manufacturers offer such design programs for their cores, 
although the software is of widely varying quality and usefulness-caveat emptor! 

PRACTICAL DESIGN OF A FLYBACK TRANSFORMER 

Although we’re not using a flyback transformer in our design of a buck converter 
(obviously), we’ll give an exemplary design for one, because a flyback transformer is 
halfway between an inductor and a transformer, as indicated above, and deserves it own 
treatment for clarity. The presentation of the design work will be slightly less detailed than 
that for the DC inductor, but only on the aspects that are truly the same. Note that the design 
is for an isolated flyback; however, the design of a nonisolated flyback’s inductor would be 
almost the same, except for the absence of a secondary. Let’s suppose the following design 
requirements: a 48VDC input (for simplicity, we’ll assume there is no line variation) and 
desired power output of IOW. Switching frequency is 250kHz. You’ve allotted 0.2W for 
losses (based on total losses you can allow to meet the converter’s efficiency requirements), 
so the transformer has to be 98% efficient (0.2W/IOW = 2%). This sort of efficiency is 
going to give you a moderate sized piece of magnetics; if the transformer has to be smaller, 
the efficiency will go down. 

You can design the primary of an (isolated, discontinuous conduction mode) flyback 
transformer with just these four pieces of information: power output, switching frequency, 
losses, and input voltage. (They are also sufficient for designing the inductor of a 
nonisolated flyback.) Note that nothing has been said about inductance! Inductance is 
determined by the other parameters, as will become apparent below. 

Let’s say you’re using the PWM chip UC3845, (a moderately priced 8-pin device), so 
the maximum duty cycle is 45%. The choice of maximum duty cycle is going to be related 
to the decision of whether this flyback is going to operate in continuous mode or 
discontinuous mode; we’ll calculate it below. Our goal is going to be discontinuous 
mode for this example. 

Let’s set one more design goal: the transformer should be low profile, perhaps because 
of height constraints. It turns out that transformer design is not as straightforward as 
inductor design; there are always quite a few different magnetic cores that could be used to 
achieve the same electrical parameters. In this case, other criteria must be used to choose a 
core, based on size, or cost, or something else. 

Equations Governing the Flyback 

Let’s do some basics first. As described in the theoretical portion at the beginning of this 
chapter, when the switch attached to the flyback transformer primary is on, the primary is 
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acting like an inductor. Thus, we have a voltage applied across the inductance of the 
primary, and that results in a current that ramps up for as long as the switch is on: 

V x DC x T V x DC - - V 
Ipk = ,to, = 

L f x L  

where DC is the duty cycle, f is the switching frequency, and T = l/f is the switching 
period. This equation is valid because we are designing a discontinuous mode flyback. 
Remember that the current in the primary looks like the sketch in Figure 5.17. 

I 

I 

b‘ Figure 5.17 Current in a discontinuous mode 
T flyback. 

Now the energy stored in the primary inductance depends on the peak current: 

and since this energy is delivered once every cycle, 

This equation is fundamental for the discontinuous modejyback. It says that once the 
input voltage has been determined, to increase output power you have to either decrease the 
frequency or decrease the inductance; there are no other choices. Once the switching 
frequency has been chosen, all you can do to increase power is to decrease the inductance. 
Since there is a practical minimum to the inductance (set by, say, 10 times the stray 
inductances-let’s say 5pH), there is a practical maximum amount of power you can get out 
of a discontinuous mode flvback converter. on the order of 50-1OOW. 

Practical Note At low input voltages above about 50W, you shouldn’t be trying to 
design a flyback converter. 

We’ve assumed that we’re switching at 250kHz (perhaps set by switching transistor 
limitations). Calculating, 

(48V)2(0.45)2 
(2 x 250,OOO)L 

low = 
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or L = 93pH. We can now find Ipk: 

= 0.93A 
48V x 0.45 

I -  
rk - 250kHz x 93pH 

Selecting a Core Material Type 

Now we need to select a core material to achieve this inductance. Since the switching 
frequency is relatively high, we pick ferrite: another possibility would be MPP, and a full- 
blown design would properly consider that too, repeating all the steps herein. For simplicity 
of presentation, only the ferrite is considered, since it will probably turn out that the ferrite 
design is substantially smaller for the same efficiency than the MPP core design would be. 

We already know that (in engineering units of centimeters, amps, and gauss) 

0.4nlma, N p  
B,,, = - 

1, 

and 

0.4nN2A,10-8p 
L =  

4, 

(5 .  la) 

(5.1 b) 

with I, the magnetic path length. Now for the small ferrite cores that we will be using, the 
magnetic path length is pretty tiny, with the result that B would be very large, probably 
saturating the core, and in any case certainly dissipating a lot of power. For this reason, 

.flyback transformers (and any DC inductors that use ferrite) always use an uirgap. The air 
gap greatly increases the effective magnetic path length because the permeability of air is so 
very much lower than that of ferrite. The effective path length for a core with an air gap is 

I ,  = I, + p x lgap (5.2) 

In many practical cases it turns out that the second term ofthis equation i s  much larger 

(5.3) 

than the first, 

P x [gap >> 1, 

4 CL x /gap 

so that it is a reasonable approximation that 

Note: This is only an approximation; it is not always true! You need to check that this 
approximation is true in every design, every time you use it. 

Substituting in with this approximation, we have 

0.4nlm,, N 0.4nN2A, 1 O-' 
(5.4) 

Let's make it 100% clear about the usage of these equations: when there is an air gap 
in a ferrite (or other high perm) material, use equations 5.4,  after verifying the validity of the 
approximation (equation 5.3); otherwise, use the fundamental equations shown in equations 
(5. la) and (5. I b), remembering to use the effective path length (equation 5.2) when there is 
a very small air gap. 

B =  and L = 
lgar 'gap 



98 Chap. 5 W Practical Design of Magnetics 

Core Selection 

Unsurprisingly, it is usually necessary in actual practice to go through several different 
styles of cores to determine which is the best for a given application. The case we are 
designing for, however, had low transformer profile as a design criterion, which eliminates 
most styles from consideration. So we are going to go ahead and use the EFD style core (the 
name stands for “Economic Flat Design”); it would probably be reasonable to look at some 
other cores as well as this one when the design is finished, but we won’t pursue that in the 
interest of space. 

So let’s pick the smallest EFD core, the EFDIO, made, for example, by Philips [3], 
and see if we can squeeze the 1OW out of it. If not, then we’ll have to go up a core size. The 
information for this core is in the Philips soft ferrite cores catalog, reproduced as Figure 5.18. 

Selecting Core Material 

Now we can select a core material for this core. Referring to pages of the Philips catalog 
reproduced in Figure 5.19, we see that there are quite a few power materials from which to 
choose. In fact, if we look at other manufacturers’ data books, there seems to be almost an 
endless variety, no two manufacturers making the same set of materials, not even materials 
with identical characteristics. How to choose? 

Let’s start by just talking about Philips’s materials [ I ] .  In the old days, everyone used a 
material referred to as 3C6A for everything in power. This material was pretty poorly 
characterized and had very high losses; it is now marketed as 3C80 and is used only in the 
most cost-sensitive applications. It was replaced by 3C8 material, which is now called 
3C8 I .  However, as converter switching frequencies continued to rise, Philips [I] came out 
with various new materials-remember that core losses grow faster than linearly with 
frequency. So nowadays, there is a whole set of power core materials, and we can pretty 
much choose one based on switching frequency alone. 

This also answers the problem presented by the availability of so many differing sets 
of core materials from each manufacturer. Closer examination will show that all have (at 
least roughly) similar materials for each frequency range, and indeed it is not uncommon in 
a magnetics specification to state that the core material used can be any one from a listed set, 
one from each manufacturer. Small differences in the materials are swallowed up by the 
tolerances of the various parameters in the construction of the magnetic core material. 

Since we said that the switching frequency of this flyback was going to be 250kHz, 
we look across the soft ferrite materials selection table (Figure 5.19), and find that the 
recommended material is 3F3 (or, again, an equivalent from a different manufacturer). This 
material is very good, with losses half those of 3C85 at the same frequency; but things keep 
changing in this field, and you need to stay aware of the materials currently available. 
Perhaps there will be a better choice by the time you read this, but for our EFDIO core, we 
will choose 3F3 material. 

Selecting the Gap 

Having selected the core shape and material, we next select an air gap. The natural way to go 
about this might seem to be to target a peak flux density (based, e.g., on losses) and then 
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Figure 5.18 A vendor’s EFD core data sheet. For gapped core information, users are 
referred to pages 24 and 25 of Ref. 3; page 25 is reproduced below as 
Figure 5.21. (From Ref. 3, p. 18.) 
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Soft Ferrite Materials Selection Table 

Figure 5.19 Catalog pages showing characteristics of the vendor’s soft ferrite materials. 
(From Ref. 3, pp. 2-3.) 

determine a gap that gives this flux. (What is meant, of course, is that knowing @tJ the flux 
density and the desired inductance is what determines the gap--of course the flux density 
alone is insufficient because of its dependence on the number of turns.) The problem with 
this approach is that it ends up with an odd gap size that will have to be specially ground for 
this transformer-read money. Another potential problem with making a selection this way 
is that the gap could end up being very small, in which case the tolerance on the gap could 
have a significant effect on the flux density achieved, and thence the losses; there might even 
be the potential for saturation of the core. 
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Figure 5.19 (Continued) 
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Practical Note It's not really practical to specify an air gap less than 10-20 mils 
(thousandths of an inch; Le., 0.25-0.5mm) because the tolerance on the grinding is 
1-2 mils (0.0250.05mm). Below this value, your only safe bet is to buy a pregapped 
core for which the manufacturer guarantees an A ,  rather than a gap size. 

I 

Even with a pregapped core, you have to worry about how much this gap will change 
when the two core halves are clamped together if the gap is too small: a glue will add to the 
gap length (especially if the glue thickness varies from unit to unit), and if you pot the core, 
it may expand. There are all sorts of problems; designing with a gap larger than 20 mils 
avoids many of them. 
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Practical Note When you buy a core set that has a given A,, it frequently has one 
half gapped and the other half ungapped. Thus, for lab work, you can achieve A ,  
values equal to half those listed in the book by putting together two gapped halves. Of 
course, then you’re stuck with a bunch of ungapped halves. 

Practical Note When you build your own gapped core in the lab, a common “gotcha” 
occurs when you try to put spacers in each of the two outer legs of the core (e.g., with 
multiple layers of 2-mil Mylar tape) and make each spacer equal to the desired gap. 
You need to remember that the gap you calculate is the total air path length, which is 
the sum of the center post path and (either one of the) outer post paths. (There are 
two complete paths, one through either side of the structure.) Since putting gaps on 
the outside legs also creates a gap in the center post, the gap you put into each leg 
should be half of this (see Figure 5.20). l 

LQap 
2 
- 

Figure 5.20 A center gap is equal to twice a side gap. 

Practical Note If you want to have the equivalent of a 50 mil gap at the center post, 
you need to put spacers in the sides each of thickness 25 mils. 

Returning to selecting a gap for our core, and looking at another page of the Philips 
catalog (Figure 5.21), we see that for the EFDlO, there are five different A ,  values available 
as standard products. Without thinking about it very deeply, we might suppose that 93pH 
seems like a lot of inductance on such a physically small core, so let’s start by trying the core 
with the highest A,. Since this implies it will have the fewest turns, it will also have the 
lowest winding resistance, which sounds promising. The highest A, for this core is listed as 
160nH. To get 93pH we need 
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Figure 5.21 Off-the-shelf pregapped EFD cores: vendor’s table of A, values. (From Ref. 
3, p. 25.) 
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Note: The gap can be calculated by looking up A ,  = 0.072cm2, so that 

0 . 4 ~  ( 1  turn)* 0.072 x 
160nH = 

4 
which yields gap = 0.0057cm = 2.2 mils-tiny! Clearly, this is not the sort of gapping you 
should try to achieve on your own. 

Knowing the gap, we can now find the flux density, 
0 . 4 ~  x 0.93A x 24 turns 

0.005 7cm 
B =  = 49706 

which is greater than the saturation flux density of the core at 100°C of 3300G. (Although 
on the other hand it just squeaks by under the saturation flux density at 25°C of 5000G- 
conceivably you could be fooled in the lab!) 

Continuing through the available options with the same calculations we find the set of 
values listed in Table 5,5. The last (A,, = 25nH) is the largest gap pregapped core Philips 
offers. Of this list, only the last two have flux densities less than the 100°C saturation flux 
density of 3F3 of 3000G, so we won't consider any hrther the cores with A ,  = 63 and 
1 OOnH. 

TABLE 5.5 Calculating Flux Densities of 
Pregapped Cores 

IO0 30 0.0090 3848 
63 38 0.0 I 4 4  3070 
40 48 0.0226 2463 
25 61 0.0362 I956 

Core Loss 

How about core loss for our two choices, A ,  = 25 and 40nH? In a flyback, as shown at the 
beginning of the chapter, current is unidirectional, and therefore so is flux density: it 
increases from 0 to B,,, and then back to zero, so that the peak to peak flux density is half 
of B,,,. For the 3F3 material at 250kHz, losses at 24636/2 = 1231G are approximately 
330mW/cm3; at 1956G/2 = 9786 they are approximately 1 70mW/cm3. (The Philips 
catalog also describes 3F3 characteristics: see Figure 5.22). 

How Did He Read That Little Graph? 

No, the author can't read tiny little graphics any better than you can-the trick is to write an 
equation of the form mW/cm3 = a x B", where a and x are constants, and determine their 
values by selecting two points that cross axis lines exactly so you can read their values well. 
There are then two equations in two unknowns, easily solved by hand or with a math 
program. 

To be specific, for 3F3 material at 200kHz, we can pick 500G, where the losses are 
20mW/cm3, and 800G, with 80W/cm3. The two equations are: 

20 = a500" 

80 = a800" 
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SERIES 3F3 1 FERRITE MATERIALS 

Core Lossvs. Flux Density 

10 1W 500 low woo 
FLUX DENSITY (GAUSS) 
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Fluxdensilylor bipolaremlaton is 8. 
Fl~xdensilylor~nipolarexcitalion is- 

Permeability G.) m. Flux Density (i) 

C 

Core Lossvs. Temperature 
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Hysteresis Cum 

Figure 5.22 Vendor's presentation of 3F3 characteristics. (From Ref. I ,  p. 37.) 
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Multiplying the first equation by 4 on both sides gives 

which combines with the second equation to give 
80 = 4~500" 

4 x sow = 800" 

Taking logarithms of both sides, we have 

ln(4) + x ln(500) = xln(800) 

which at once solves as x = 2.94. Substituting back into the original equation, 
a = 2.19 x Thus, at 200kHz, 

mW/cm3 = (2. I9 x 10-7)B2.94 

Rather than try to interpolate based on frequency, we'll get into the right ballpark at 250kHz 
by simply multiplying this by a factor of (250kHz/200kHz) = 1.25, which is the source of 
the preceding estimates. 

Can I Get Lower Core Losses by Lowering the Switching 
Frequency? 

To answer this question, recall from the theoretical part of this chapter that losses depend 
nonlinearly on both frequency and flux density. A typical relationship might be 

losses/lb = f 1.2B2.3 

So, for instance, let's see what happens if the switching frequency is cut in half: 

f s-, 
L + 2L 

N + & N  

B +  JZB 
because, respectively, we double the inductance to maintain the power level; which means 
root 2 times the number of turns to double the inductance; which increases B by root 2, 
because B is proportional to the number of turns. 

Total losses, which are losses per pound times weight, therefore go as 

6) 1'2(fiB)2.'(2L) x 1.92 f BL 

because core weight is directly dependent on the energy stored, which is linear in 
inductance. Thus core losses have almost doubled with a cut in half the switching 
frequency. On the other hand, a lower switching frequency does decrease switching 
transistor losses proportionately to frequency: 

P Q X K + A f  

where K is set by the on-state losses and A by the switching speed. Therefore, 
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if the switching losses dominate over the on-state losses (as will be true at fairly high 
switching frequencies). The moral of the story is that in a typical situation, changing the 
switching frequency doesn’t have huge effects on efficiency, though there may be an overall 
broad optimum to be found. The real benefits will be seen in the size of the magnetics, 
which decreases with increasing frequency. 

Returning to the core losses calculation, the total volume of the core is 
171mm3 = 0.171cm3. Thus for losses for the first of the two cores we have 
330mW/cm’ x 0.171cm3 = 56mW, and for the second, 170mW/cm3 x 0.171cm3 = 
29mW. Total losses, you recall, were supposed to be only 0.2W, so this seems to be 
working nicely so far; let’s pick the lower A ,  core for our design. 

Had the core losses been unacceptably high, we would have two choices: either try to 
increase the gap still further, by mating two ground pieces or with a custom gap, or go on up 
to the next size core. As the gap gets larger, though, we start to have significant fringing (the 
magnetic field couples through the air out of the magnetic structure), which is to say there is 
increased leakage inductance. The increased leakage inductance will start to contribute to 
losses in the other elements of the circuit, negating the benefits we thought we were getting 
with the more efficient transformer design. On the other hand, a larger core takes up more 
board area, and costs more. As always in engineering, there are trade-offs to be evaluated. 

Winding Losses 

We can now calculate the copper losses for this design. This style core doesn’t list the 
winding area, so let’s figure it up directly from the specified core dimensions, given in 
Figure 5.23. 

When calculating the winding area, remember that the wire goes in on one side and 
then back out the other side to complete the loop on the other side, so the winding area for 
half the core, as shown in Figure 5.23 (the whole unit consists of two of these pieces mated 
together) is the shaded area. Total winding area (WA) for this core is then double this, 

0.301 in. - 0.179 in. 
2 

WA = x (0.148 in. x 2) = 0.0181 in.2 

For a core of this shape, we may be able to achieve a fi l l  factor as high as 80%. (If you need 
primary-to-secondary isolation, you had better count on substantially less fill factor: first 
allot the necessary area for the tape, and then use 80% for the wire in the remaining area.) 

Figure 5.23 
an E core (not drawn lo scale). 

Calculating the winding area of 
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We can thus calculate the area per turn, remembering to use only half the winding area for 
the primary (so that we have half for the secondary): 

0.0181 in.2 x 0.8 
(2)61 turns 

area/turn = = 0.00012 in.* 

= 28 AWG 

To get a conservative bound on the length per turn of the wire, let’s assume that it goes 
from edge to edge of the winding area and is square ih the third dimension (Le., it would be 
bounded by a cube if removed from the core): 

length per turn % 0.301 in. x 4 = 1.2 in. (conservative) 

So the resistance at 20°C will be not more than 

1 O O O f t  65.30 -400mR R,, = 1.2 in. x 61 turns x x-- 
12,000 in. 1000 ft 

The wire resistance of course goes up at higher temperatures. Supposing that the final 
magnetics temperature is 60°C (which can be figured out iteratively as was done in the DC 
inductor example above), the wire resistance will be 

R = R,,,,, x I .0039(6vc-2wc) = 400mR x 1 .003940 = 4 6 7 d  

Usually, it is close enough to estimate the wire temperature from the ambient temperature 
and the power allotted for dissipation in the magnetic (using the surface area approximation 
demonstrated above). Otherwise, it can be done iteratively. 

Do I Need to Worry About Skin Effect? 

The skin effect causes current to flow in a sheath on the outside of a conductor. How deep 
the sheath is (the skin depth) depends on the frequency; at a low enough frequency, the skin 
depth is greater than the radius of the wire, in which case the entire cross-sectional area of 
the wire is being used. Thus at frequencies typical of switching power supplies, the skin 
effect can be important: doubling the cross-sectional area of a wire will not necessarily 
halve the resistance because the current stays on the outside of the wire. 

On the other hand, going to multiple thin wires (litz) is not always a good idea either. 
Since each strand of the litz is individually insulated (if the strand weren’t insulated, it 
wouldn’t be an individual strand, it would be a funny-shaped solid wire), a lot of the 
winding area is potentially eaten up by the insulation. The number of strands that minimizes 
the resistance has to be decided on a case-by-case basis. 

To decide whether to go with our design of 28 gauge wire, or use some kind of 
multiple-strand arrangement to decrease losses, we consider that the skin depth can be 
approximated by 

6.61 
S z - c m  

For our switching frequency of 250kHz, the skin depth is S = 6.61/,/- = 
0.13cm = 0.0052 in. Now for the 28 gauge wire we selected, the bare wire radius is 
0.0063 in. (obviously the insulation thickness is irrelevant, since the material is noncon- 
ducting). 

47 
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So the current-carrying cross-sectional area of the wire is the unshaded annulus in 
Figure 5.24, which has an area of 

A = n[(0.0063 in.)2 - (0.001 1 in.)2] = 0.000121 in.2 

Sometimes designers are advised to use wire smaller than the skin depth. Now what 
would happen if we did this and instead of a single #28 wire we used two strands of #3 I ?  
(The wire scale is logarithmic, so increasing the wire gauge by 3 approximately halves 
the area.) Bare 3 I gauge wire has a radius of 0.0044 in., which is less than the skin depth. 
Thus all the wire carries current, and the current-carrying area is A = 2 strands x 
n(0.0046 in.)2 = 0.000133 in.2, about 10% larger than the effective cross section of the 
single strand of 28 gauge wire. But now let’s include the wire insulation: the area of #28 
wire with heavy insulation is 2 I O  circular mils, and the area of two strands of #3 1, each with 
heavy insulation, is 2 x 1 1Oc.m. = 220 c.m., about 5% larger than the single strand of #28. 
Thus, even ignoring questions of packing (two round wires don’t fit as well as one round 
wire), you really aren’t buying much of anything by going to multiple strands of smaller 
wire. Don 7 assume that going to litz is buying you something; you have to check in each 
case. In this case, we decide to stick with the single #28 wire. 

Figure 5.24 
to the skin depth. 

AC current only penetrates wirc 

Copper Loss and Total Transformer Loss 

Continuing with the evaluation of this design, remember that losses in the wire depend on 
the RMS current (Don’t be confused on this one!) For the sawtooth current waveform 
shown earlier (Figure 5.17), the RMS current is 

Thus the power in the primary is Ppri = (0.36A)2 x 467mR = 60mW. Finally, sjnce 
half the available winding area has been allocated to the primary, we may reasonably expect 
that the losses of the secondary will be equal to those of the primary, and we have the total 
power dissipated in the magnetic as PToT = P,,, + Ppri + P,,, = 29mW + 60mW + 
60mW = 0.15W. This is a transformer efficiency of 0.15W out of low, or 98.5%, meeting 
our original goal of transformer loss less than 0.2W. 
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Note that the copper losses are quadruple the core losses (0.12W vs. 0.03W). So, we 
really should be using fewer turns and a smaller gap; probably the A ,  = 40nH would be 
optimal. Since the design is already meeting spec, we won’t pursue this any further. 

FLUX DENSITY: TWO FORMULAS? 

Up till now, we have been dealing with cores that store energy in themselves (and in their air 
gap), that is, inductors. (Recall that a flyback is an inductor during part of the switching 
period.) Now we are going to deal with transformers, magnetics that don’t store energy. A 
brief digression is called for. Usually, people use different formulas for calculating the flux 
density in a transformer than in an inductor. This leaves you wondering where the formulas 
came from in the first place, and how does anyone know which to use when? This section 
will show that the two formulas are in fact identical, and the one selected is purely a matter 
of convenience, depending on which variables are known. 

In engineering units, we already know: 

0 . 4 1 ~  x  IO-^ x N ~ A , ~  
L =  

1, 
0.4npIN B=- 

1, 
and 

LI V = -  
t 

Let’s rearrange (5.5) to solve for p: 

4nL ’ = 0 . 4 1 ~  x x N 2 A ,  
Substituting into (5.6) gives 

1 os IL -- - B=- 0.4nIN 1mL 
I, 0 . 4 1 ~  x x N 2 A ,  NA, 

but (5.7) is the same as L = V t / I ,  so 
I081 vt 1 ox vt BE--=-  
NA, I NA, 

(5 .5 )  

(5.7) 

Thus, equations (5.6) and (5.8) are equivalent. Normally you use (5.6) for energy storage 
(inductors) because you know the current, and you use (5.8) for transformers because you 
are driving them with a voltage for a certain time; but these two formulas are equivalent, and 
give the same result for flux density. 

PRACTICAL DESIGN OF A FORWARD TRANSFORMER 

As an example of the design of a power transformer, we’re going to design a forward, 
although again, we’re obviously not using this in our buck design. Let’s consider the 
following design requirements: we want a forward converter that has 48VDC in (for 
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simplicity, we won't consider a range of input line voltages), SVDC out at lOOW, and a 
switching frequency of 250kHz. The basic configuration is shown in Figure 5.25. 

Figure 5.25 A forward converter. 4 

Now the output current is 1 OOW/SV = 20A. Since the current is high, we'll be using 
a small number of turns on the secondary, to keep the winding resistance low. In turn, this 
implies that the turns ratio (number of primary turns divided by number of secondary turns) 
for the smallest possible number of secondary turns, one, is going to be an integer. So to get 
started, let's see what happens if we start looking at integer turns ratios. 

Turns Ratio = 1 : 1 This case has the same number of turns on the primary and the 
secondary. When the switching transistor turns on, the full 48V is applied across the 
primary, which in this case implies that 48V also appears across the secondary (ignoring 
leakage inductance), in turn applying it across the freewheeling diode. Prucficufly, 
however, the highest voltage Schottky diode that can be obtained that has reasonably 
low forward voltage is 45V To use 48V will require at least a 60V part, and maybe higher 
if there is ringing, or if the input line has variation to it. This higher voltage diode will then 
have a higher forward voltage, which in turn will decrease the efficiency of the converter. 

This question of rectifier diodes' forward voltage is always a problem for low voltage 
outputs. The reason is easy to see: the current through the inductor is always coming either 
through the rectifier diode or through the freewheeling diode; in either case, then, there is a 
loss of V,I through these diodes, and that is out of a total power of VoUtI, yielding an 
efficiency loss of V,/V,,, just from the diodes. The only way around this is to use 
synchronous rectifiers, but driving these is substantially more complex. (As Vout drops to 
3.3V and lower, synchronous rectification becomes a necessity for just this reason.) 

At any rate, for a reasonably high efficiency converter without synchronous rectifiers, 
a 1 : 1 turns ratio is not a good choice. 

Turns Ratio = 2 : 1 Now the primary has twice the turns of the secondary, so that 
the 48V applied across the primary yields 24V across the secondary and the diodes, so a 
Schottky can be used. The duty cycle of a forward converter is approximately 
DC x VOUt/VSec = 5V/24V = 21% (ignoring the V, of the Schottky.) The peak current 
on the primary, and thus through the switching transistor, may be calculated by recalling 
from the first part of this chapter that when the voltage steps up (secondary reflected to 
primary), the current steps down. So when there is 20A through the secondary forward 
diode, there will be Zp" = 20A/2 = IOA in the transistor. Practically, this may be too high 
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for a MOSFET. (We won’t be using a bipolar at 250kHz!) Since the MOSFET on-state 
losses go as the square of the current, the part will have 100 A2 x RDs,on x 21% losses, 
and a suitable FET may be too expensive to keep this loss to a reasonable level. 

Turns Ratio = 3 : 1 Now the secondary diodes see only 48V/3 = 16V, and the 
duty cycle is about 5V/16V = 3 I%.  The primary current is 20A/3 = 7A, so the on-state 
transistor losses are about three-quarters what they were at 2 : I ,  only 49 A2 x R x 3 1%. 
All parameters seem to be under control for this turns ratio. 

Turns Ratio = 4 : 1 The secondary diodes see only 48V/4 = 12V, and the duty 
cycle is up to 5V/ 12V = 42%. If you take into account the forward voltage of the diodes, 
or if the line can go lower than 48V, this will exceed 45%, which is the limit in duty cycle 
for PWM ICs such as the Unitrode UC3845. Thus practically, we have a limit from our 
choice of chips. 

The conclusion from these calculations is that something like a 3 : 1 turns ratio best 
meets the various practical limits on components. Let’s thus choose a 3 : 1 turns ratio. 

Rather than going through the whole process of choosing a core, working through the 
gory details, seeing if some other core is better and so on, let’s choose a suitable core to start 
with, assuming that all this other work has been done. Now we can concentrate on aspects of 
the problem that are novel in the design of the forward transformer. 

Having said this, we choose an RMlO core with no center hole, which has an 
A, = 0.968 cm2, and when using 3F3 material, has an A ,  = 4050nH. With a three-turn 
primary, we have a primary inductance of Lp” = (3 turns)2 x 4050nH = 36pH, which 
results in a magnetizing current of 

48V x 31% x 4ps 
= 1.6A 

36pH [mag = 

The RMS of this current is added RMS onto the primary current of 20/3A reflected 
from the secondary. We have 

resulting in an increase in loss, which is proportional to ILs, of (6.686/6.66)2 = I .006 or 
0.6%, which although quite acceptable, will still be reduced a little bit for the sake of the 
discussion. To reduce the magnetizing current, we will increase the primary inductance, and 
so we increase the primary number of turns while maintaining the same turns ratio. 

Selecting next a turns ratio of 6 : 2, the number of turns is doubled, so the primary has 
an inductance four times larger, 144pH, resulting in a peak magnetizing current four times 
smaller, 0.4A. This now gives a truly negligible increase in I,&,,S. 

Now we can also calculate the core flux density (remember that the 48V is applied for 
a time equal to the period times the duty cycle), 

(48V x 31% x 4ps) x IO8 
6turns x 0.968cm2 

B =  = 1025G 

which seems to be a practical level to have limited losses with 3F3; note that the three turns 
tried originally would have resulted in a flux density of 2050G, which would have had very 
high core losses, one real reason for increasing the number of turns on the primary. 
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Now, just as in other designs, this design should go on to calculate core and copper 
losses, compare them with the next step of a nine-turn primary, and see which is most 
efficient. The various other steps proceed as before. 

PRACTICAL DESIGN OF A CURRENT TRANSFORMER 

As a final piece of magnetics design, we will design a current transformer, which could be 
used to reduce the losses in sensing the primary current in a converter. 

What's the difference between a current transformer and a voltage transformer? This 
question seems to cause even experienced magnetics designers to scratch their heads. The 
fundamental difference can be expressed by saying that the voltage transformer is - trying to 
reflect a voltage across from its primary to its secondary, whereas a current transformer is 
- trying to reflect a current; the voltage that the current transformer sees depends on its load. 

Working this through for a practical design case should make this clear. 
Let's suppose for specifications that we want to sense the primary current on a 

converter, and to develop IV for a current of 10A. Of course, we could just use a 
IV/IOA = lOOm0 resistor, but this results in a loss of IV x 10A = low, which is 
unacceptably high for almost all designs. So instead, let's use a current transformer 
arranged as in Figure 5.26. 

/ =IO" 

Figure 5.26 
( t i  reduce losses 

Using a current sense transformer 
l " 7 q - 7 ,  ( 

N:l 

/ = 1 0 A  1 
Of course, we will use only one turn on the primary, to minimize the resistance, and 

many turns on the secondary, to drop the current down to a low level. If N is the number of 
turns on the secondary, by Ohm's law (lO/N)R = lV, and the power dissipated in the 
resistor is P = ( I  V)*/R. Let's suppose that we limit the power dissipation to 50mW (e.g., so 
we can use a derated lOOmW resistor). This sets R to be no smaller than 200, and using this 
value, Ohm's law shows that N = 200. 

Now let's look at the core. If we suppose that the diode is a plain rectifier, we might 
expect a forward voltage of about 1 Vat a current of 1 OA/200 = 50mA. So the total voltage 
the transformer sees is the 1 Voutput, plus the 1 V diode drop, or 2\! Then the flux density in 
the core, if we are operating at 250kHz, will be not greater than 

(2V x 4ps)108 - _  4 
200turns x A, A, 

B =  - 

since the time the current is passing through the primary can't be greater than the period 
(otherwise the core could never reset). Thus A, can be quite small without making B very 
large, and thus the size of the core is not determined in this case by the need to limit losses or 
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prevent saturation, but more likely by the separation between primary and secondary 
required for isolation voltage. If isolation isn’t required, the core size is probably limited by 
the 200 turns: you may be able to carry a 50mA peak current in a #40 wire, but this gauge is 
so thin that vendors will refuse to wind it. 

Practical Note Don’t use wire gauges smaller than #36 unless you absolutely have 
to. 

So now how do we know that our device isn’t a voltage transformer instead of a 
current transformer? Consider that we have 2V on the secondary, and therefore 
2V/200 = lOmV on the primary. If the source driving the current transformer is, for 
example, 48V, then the lOmV across the primary is insignificant-you can get the 50mA 
from the secondary without affecting the drive to the current transformer’s primary. Suppose 
on the other hand (unrealistically) that the driving source on the primary were only 5mV. 
Then it wouldn’t be possible to generate 1 OmVacross the primary, and you thus wouldn’t be 
able to get the 50mA out of the secondary because the primary impedance (Le., the reflected 
secondary impedance) is too large and is in fact determining the current. Even if the entire 
5mV were dropped across the primary, only 200 x 5mV = IV would be generated on the 
secondary: it can’t produce enough voltage to drive the current through the resistor. 
Therefore it would act as a voltage transformer. 

Viewed the other way, when the source is 48V, something other than the voltage on 
the primary is determining the current through the current transformer. 

A current transformer is a voltage transformer that is impedance limited. 

Finally, what about errors in the current transformer? The answer to this follows from 
the hndamental statement of what a current transformer is. 

Practical Note The diode and the winding resistance of the transformer secondary 
don’t matter to the measurement of the current, because (as long as it is impedance 
limited) the same current is going to flow through the resistor no matter what else is in 
series with it. 

Practically, this is why it often doesn’t matter whether you use a Schottky as the 
rectifier: the lower forward voltage affects only the transformer, not the current measure- 
ment. 

Measurement error does arise, however, if there is finite inductance, that is, 
magnetizing inductance. Suppose that we want to be sensing current with a maximum 
error of 1 %. Since the secondary current is going to be 50mA, this means we have to have a 
magnetizing current (on the secondary) of less than 50mA x 1% = 500pA. The magnetiz- 
ing current diverts current away from the resistor, and thus we end up not measuring it, 
which is to say it is in error. We thus need to have a minimum inductance on the secondary 
of 

2v x 4ps 
= 16mH 

50mA x 1% L >  
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With 200 turns, this means we need an A, of 16mH/(200 turns)2 = 400nH, which is easily 
achievable with normal small ferrites. 

TIPS FOR DESIGNING MANUFACTURABLE MAGNETICS 

So far in this chapter we’ve presented theoretical aspects of magnetics, followed by practical 
guidelines for making a design that will repeatably work in the lab the way you want it to. 
But unlike most other electrical components, magnetics also have to be custom-produced in 
a factory, often one at a time. So after you’ve designed something that works in the lab to 
your satisfaction, the next step should be to talk to a manufacturer and try to make the unit 
work to his satisfaction as well. The best design is of no use if it can’t be produced reliably, 
and so this section will give you some pointers based on many years’ work with 
manufacturers. 

Manufacturers of custom magnetics have a lot of experience, and you should listen 
carehlly when they make suggestions on how to wind something or pot it, etc. Almost 
invariably, these suggestions have to do with minimizing the cost of production of the 
magnetic, which is of course highly desirable for your design. On the other hand, don’t take 
a manufacturer’s word uncritically, because someone who designs magnetics for a living is 
not necessarily well versed in circuits that use magnetics. In particular, be very cautious 
about suggestions for reordering the layers in a multiwinding transformer, because this 
strongly influences coupling. The usual answer to a request to change the order of the layers 
should be no, or at best, send a sample and try it out. 

Wire Gauge 

We’ve already talked about this, but re-iteration in the new context will be helpful. 

~ 

Practical Note It’s best to limit wire gauges to a maximum of #20, and a minimum of, 
say, #38. Above #20, some machines can’t wind the wire, upping your cost, and 
above about #18, bobbins can be cracked by the stiffness of the wire. Try multiple 
strands of #20 if you need greater wire cross-sectional area. Below #38, manufac- 
turers will of course wind wire, but it becomes very hard for you to build your own 
sample magnetic in the lab. The wire is like a piece of hair, subject to twists and snaps 
when you’ve just got that second-to-last turn on.. . . You may be better off using #38 
even if you’ve calculated that that 1 mA winding only needs #45, just because of the 
difficulty of handling. 

As long as we’re thinking about wire gauges, consider the possibility of saving money 
(if you’re producing a lot of units) by controlling the number of different wire sizes used. If 
you have a primary winding using 23 gauge wire and two secondaries, one with #24 and one 
with #22, you might consider whether the design would still work if all three windings went 
to #23, or even #24. The cost saving might be quite noticeable, whereas an extra few 
milliwatts of loss might be more easily made up elsewhere. 
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Wire Gauge Ratio 

The author has never heard anyone (except for the technicians who actually have to wind 
magnetics) mention this, but winding can become awkward if there are radically different 
sizes of wire on the same piece. The trouble is that if you wind some very thick wire in a flat 
spiral, and then try to wind some very thin wire on top of it, the thin wire tends to fall into 
the crevices between the turns of the thick wire, so that the thin wire doesn’t form a flat 
layer. This can affect coupling, making it different from unit to unit. No firm guide is 
possible, but: 

Practical Note Try not to use wire sizes more than about 10 wire sizes apart on 
adjacent layers. 

Toroid Winding Limits 

Winding a toroid takes a lot more effort than winding magnetics of other types. Indeed, the 
author jokingly tells people that it can be proven that it is topologically impossible to wind a 
toroid! Anyway, the hand work is substantial, not to mention the very real and annoying 
prospect of losing count of how many turns you have put on. I always advise technicians to 
go to a place where they can’t be interrupted and make a mark on a paper for every 10 turns 
wound. Additionally, because winding is so labor intensive: 

Practical Note Cut your technician (or yourself) a break. Don’t design a toroid with 
more than 200 total turns if you intend to hand-wind a sample. 

Tape versus Wire Insulation 

Tape is commonly used on a transformer to provide isolation voltage between a primary and 
a secondary, and sometimes for isolation between secondaries. There are two slightly 
different reasons here. Many safety agencies require a high-pot test between windings that 
are connected to an AC mains and windings that connect to where people can get at them. 
Depending on the circumstances, this test voltage can be anywhere from SOOV to 3000V. 
This isolation is a perfectly natural use of tape, and at the upper end of the voltage range it 
may even be best served with a flanged bobbin-that is, one that has a piece of plastic 
dividing the winding area into two pieces, permitting the primary and secondary to be 
wound in separated compartments. 

Isolation between secondaries differs in that it is not mandated by a regulatory agency, 
but is rather imposed by the designer to avoid arcing. For example, consider a flyback 
transformer that is generating a + 30V and a - 160V. In the same way that you keep the 
traces spaced apart to avoid arcing, the windings can’t get too close together, either. There is 
about 200V difference between windings when the transistor is on, and possibly more when 
the transistor is off, depending on the details of the design: a forward has higher voltages 
inversely proportional to the duty cycle. Indeed, for a high voltage output such as the 
- I6OY even individual layers of the wire may require insulation: you wind from left to 
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right for one layer, than back from right to left for the next layer, and consider the maximum 
voltage from the underlying wire.on the left side to the overlying wire on the same side. 

While this second isolation requirement may also end up with tape, you should be 
aware that any layer of tape added to a design greatly increases cost because it is a hand 
operation. So for intralayer insulation, and also nonagency interlayer insulation, consider 
using heavier insulation on the wire, rather than tape. Standard insulation (“heavy”) is a 
double layer, but both triple and quad are easily obtainable at not much cost increase, and 
they take less room than a layer of tape. The hard question is, How much insulation is 
enough for a given voltage? 

Without getting into the details, the problem is that the voltage rating of magnet wire 
is given for 60Hz sinusoidal voltage, which is almost irrelevant for lOOkHz square-wave 
operation, at which frequency little is known in any systematic way. Breakdown of the wire 
is also statistical, depending as it does on temperature and number of years of operation. Up 
to several hundred volts (peak), quad-build wire at switching-converter frequencies and 
waveforms appears to work fine. It should be good for almost all intrawinding insulation, 
and most nonagency interwinding insulation. This is the best I can tell you; the only way to 
be sure, is to run an accelerated life test in a real circuit. 

Layering 

The correct way of winding a multilayer winding has already been touched on: it should go 
left to right in one layer, then back right to left in another layer, and so on (this is not for a 
toroid, now). Although such a configuration is possible, consideration of the placement of 
the pins indicates that a winding should not end anywhere in the middle of a layer: if a 
winding started or terminated in the middle of a layer, it would have to cross over the rest of 
the layer to get to a side, where it could then exit the winding and make its way to a pin for 
connection. This crossover would be an uneven lump in the middle of the next winding on 
top, throwing it off. So part of the design-for-manufacturing process has to be selecting a 
wire gauge that enables you to get an exact integer number of layers; this consideration 
often dominates the desire to optimize resistance in the design of real magnetics. 

Number of Windings 

It is considerations of the kind just explored that compel manufacturable magnetics to have 
an absolute maximum of four to six windings. Not only is it difficult electrically to have 
more (because coupling becomes highly variable for the last couple of windings), but 
layering becomes difficult, and, bottom line, most bobbins have only 8-12 pins available! A 
custom bobbin is absolutely the last thing you want. 

Potting 

Potting is the process of filling up a volume surrounding a magnetic with a thermally 
conductive compound for the purpose of improving heat removal by providing a better 
thermal path, as well as by increasing the surface area of the magnetic mechanical structure. 
Potting is not to be conhsed with vacuum impregnation, which is used for insulation but 
doesn’t do anything thermally. 

Potting’s big advantage is thermal and mechanical: it really helps get the heat out, and 
because it provides a flat surface, it can be very useful for mechanical mounting. (For 
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example, a screw hole can be included in the potted shape.) There are also some potential 
problems with potting, which you should discuss with the vendor. The first is pretty 
obvious: potting compound is heavy, and your magnetic will weigh a lot more potted. Much 
less obvious, potting can change the magnetic characteristics of the magnetic. One problem 
much struggled with in the past is the shrinkage of potting material as it cures. This 
shrinking has been known to change the gap on gapped cores, causing the inductance to 
change! A similar problem is that ferrite cores, being rather brittle, can be snapped by the 
shrinkage. And a third problem along these lines is that MPP cores are strain sensitive, and 
their permeability can be affected by the shrinkage. There are various possible solutions for 
these problems, many of which revolve around proper selection of potting compound, but 
make sure your vendor is professionally dealing with these questions. 

Specs 

This last item is a peculiar one, really nothing that would occur to you as a reasonable 
designer-until you’ve experienced it a couple of times. It’s quite challenging to write good 
magnetics specs. On your first couple of tries, you leave things out that you never imagined 
should be included (e.g., how far up the side of the bobbin should a layer of tape go?). Then 
on your next try, you put everything conceivable into the spec (which is now a 25-page 
book), and the vendor tells you that all this detail will cost you an arm and a leg. 

You finally write something that satisfies you both, the vendor sends you a fourth 
sample, it works in your breadboard, the world is a good place. Now, your buyer finds a 
second source for the magnetic and sends them a copy of the spec to build to. They send you 
a sample, and it doesn’t work at all! You take it apart to find out what’s wrong, and you find 
that they’ve managed to misinterpret your masterpiece, building it to spec in a way that 
comes out completely different from your design. 

This sounds like a horror story, but those with experience will recognize it as an 
every-supply occurrence. In fact, the same vendor can send you a sample built one way to a 
spec and then provide shipments to the same spec which are built another way! The only 
way the author has found that somewhat gets around these problems is to work with each 
vendor until something is produced that works, and then write into the spec that units must 
be built identically to the sample provided (number such-and-so). Constant vigilance is 
called for. 

CONCLUDING COMMENTS 

We thus see that there is nothing mysterious about (elementary) magnetics design. It just 
requires a lot of patience and attention to details-all the formulas really do work! But it is 
this need for patience and detailed work that is really the problem with magnetics design. If 
you design one or two magnetics once every other month, it perhaps is not too horrible to do 
it all by hand. But if you spend all day doing magnetics, and need to turn out two or three 
designs a day, it’s not only tiresome, but impractical. The solution would be, of course, to let 
a computer do all the work. As suggested above, however, the available software doesn’t 
seem to be adequate to the task. A worthwhile large-scale project for a group of engineers 
would be to design software that is technically accurate and has not only a modern user 
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interface, but adequate documentation and a large enough database to be usehl in designing 
at least the common types of magnetics covered in this chapter. The future awaits! 

There are many advanced topics in the design of magnetics that were not addressed in 
this already long chapter. The author feels, however, that mastery of the practical techniques 
demonstrated here will suffice to generate most everyday magnetics designs. Following 
these steps should enable you to design a piece of magnetics that meets requirements the 
first time you build it, probably within 10-20%; this is the best that can be hoped for without 
very sophisticated and time-consuming analysis, which is done only for the most complex 
and critical designs. And to be truthful, the end result of many sophisticated analyses is still 
sometimes not as good as what can be accomplished by hand, based on the techniques in 
this chapter. 
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Figure 6.12 shows a loop that is unstable: we see that there is OdB at a frequency of 
IOkHz, and that at that frequency the phase is -30"; therefore, the loop oscillates, as 
shown in Figure 6.13. 
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Figure 6.12 A Bode plot of an unstable loop 

Figure 6.13 The response of an unstable loop to a disturbance. 



132 Chap. 6 Practicai Feedback Design 

In a stable loop (Figure 6.14), we see that there is again OdB at a frequency of 
IOkHz, and that at that frequency the phase is $30”; therefore the loop damps oscillations, 
as shown in Figure 6. 15. (The Bode plot shown is technically “metastable”: see below.) 

How Much Phase Margin Is Enough? 

You sometimes hear arguments over how much phase margin is enough, and you 
frequently see differing requirements from spec to spec: 30” minimum, 45” minimum, 
45” typical, an occasional 60” are all common. 

To understand these disagreements, you need to realize that phase margin serves two 
separate purposes: it relates to the damping of output transients due to a step load on the 
converter; and it guarantees stability regardless of variations of component values (e.g., 
initial tolerance and temperature). 

In the author’s opinion, the first issue is not really relevant, because load steps 
invariably take the supply into the regime of “large-signal stability,” whereas phase margin 
determines only “small-signal stability.” (More on this soon.) Of course, you wouldn’t 
want a supply to have, say, only 5” of phase margin, because it would ring for a very long 
time after a transient. But tiny phase margins like this are unrealistic anyway, because of 
the second purpose of having adequate phase margin. 

Thus, phase margin really has to guarantee only that the loop will remain stable with 
component tolerances, load variations, and temperature variations. For this reason, I 
recommend the following design practice: 
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Figure 6.14 Bode plot of a stable loop. 
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Figure 6.15 The response of a stable loop to a disturbance 

Practical Note Loops should have 45" of phase margin typical at room temperature, 
with nominal values and nominal load. This usually is enough to guarantee stability 
under all variations and tolerances. If the load swing or the input voltage range is 
exceptior .ly large, you might instead consider a specification for a loop having 30" 
minimum at all loads and all input voltages. 

Gain Margin? 

Sometimes you also see gain margin specified. Gain margin is sort of the inverse of phase 
margin; it measures how much gain (actually attenuation) the system has when the phase 
reaches 0". The most important circumstance when this is relevant is in a system with a 
right-half-plane zero, such as a boost converter. (We'll be discussing RHP zeros below.) 
The magnitude part of the Bode plot in this circumstance may have an appearance similar 
to the RC impedance plot of Figure 6.1 I ,  with flat gain at higher frequencies; the phase 
however, continues to decrease. Although you may compensate this system to have 
adequate phase margin, changing the load may change the crossover frequency a great deal 
because of the flatness in the gain, resulting in a OdB frequency at which there is no phase 
margin left. By specifying minimum gain margin (typically 12dB), you can avoid this 
situation. The author recommends that gain margin be specified only if a flyback converter 
is being designed; in other converters, naming a gain margin serves no practical purpose. 
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About Conditional Stability 

Normally, in a closed loop system, both phase and gain decrease with increasing frequency 
(ignoring for now intentionally introduced phase boost, such as in the feedback systems we 
will be designing later in the chapter). Thus in a normal system, when gain is reduced. 
phase margin typically increases. But in a conditionally stable system (also called 
“metastable”), phase goes up again before going down (see Figure 6.16). So if gain 
were reduced for some reason, the phase might go below 0” while there is still some gain, 
proceeding to oscillate at this frequency, even though it is “stable” and “has adequate 
phase margin.” Conditionally stable systems should thus be avoided when possible. 

As an exercise, you might think about how you could word a specification to avoid 
this sort of problem. 

60.0 

40.0 

20.0 

0.0 

-20.0 

-40.0 

- 
E 

100.0 

80.0 

60.0 
0, 
U - 

40.0 

20.0 

0.0 
100.0 300.0 1000.0 3000.0 10000.0 30000.0 100000.0 

f(W 

Figure 6.16 A stable loop exhibiting metastability. 

Small- versus Large-Signal Stability 

Bode plots relate to the response of a system to a small (ideally, infinitesimal) disturbance. 
But if a disturbance is large, the system response probably will not be determined not by 
the linear aspects of the feedback but by nonlinear aspects, such as op amp slew rate or rail 
voltages, or maximum and minimum achievable duty cycles, etc. When factors such as 
these enter into a system’s response, the system is exhibiting a nonlinearity, and so the 
transform method doesn’t apply. Thus, while small-signal stability is necessary, it is not 
sufficient to guarantee stable operation. 
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Practical Note If possible, a loop should be designed to avoid large-signal operation. 

In any case, large-signal bandwidth of a converter is always less than or equal to 
small-signal bandwidth, because before the converter's loop can run into some nonlinear- 
ity, it first has to respond, and the response is set by the small-signal bandwidth. One way 
around this, which has been tried on occasion, is to have a completely separate nonlinear 
loop for large-signal response: but then, it must be decided when each loop should be 
active, how interference can be avoided between them, and so on. 

EXAMPLE 

A true story A I .2V power supply was designed to have very wide bandwidth, and measurement of 
its closed loop response showed 45" of phase margin. Unfortunately, when a load step was applied, 
the system began to oscillate: the op amp, which had insufficient gain bandwidth and slew rate, spent 
all its time trying to catch up with itself, first hitting its positive rail, then swinging down to ground, 
then back up again. This oscillation was eliminated by swapping the op amp for a pin-compatible one 
with higher gain bandwidth (and higher slew rate). 

HOW TO STABILIZE A VOLTAGE MODE BUCK CONVERTER 

With all these preliminaries out of the way, we can turn to the task of the practical design of 
a feedback compensation. We start by demonstrating the method for measuring and 
stabilizing a very simple converter, a voltage mode buck. The same methods demonstrated 
here are directly applicable to stabilizing other types of converter as well. 

Initially, we have just the power stage (Figure 6.17). We have a power MOSFET 
controlled by a PWM switching at 250kHz; there is a freewheeling diode and an inductor 
and an output cap; and the PWM has an error amplifier but is otherwise just a block for the 
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Figure 6.17 Power stage of the buck converter to be stabilized. 
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moment. The inductor is 44pH (at OA-it's in fact just the DC inductor we designed in 
Chapter 5, the one that swings down to 35pH at 2A). The output capacitor is 220pF. The 
author has taught lab sessions on loop compensation with exactly this setup, so if you like, 
you can assemble the components as you go along and duplicate the measurements shown 
in the book. 

Our overall strategy is going to be this. First we will measure the open loop response 
of the system, which can be done without using the error amp. From the data we collect, 
will be able to design a compensation that ensures stability. Finally, we measure the closed 
loop response, to verify that we did it right. It sounds easy, and it actually is; once you've 
done it a couple of times, the entire process of stabilizing a converter can be done in a 
morning-honest. No more two weeks wasted swapping components in and out. 
Stabilization can be successhl on the first try! 

How to Measure Open Loop Response 

The open loop response of the converter is by definition the response of the power stage- 
that is, what does the output look like when you jiggle the duty cycle? To measure this 
open loop response, you need to have the converter operating more or less at its correct 
operational parameters: since the output is supposed to be 5V when the converter is 
working, you don't want to measure the open loop response when the output is 3Vor 13V! 

So the plan of action is going to be to find the DC operating point, and then add a 
small AC on top of it, as illustrated in Figure 6.18. 

The error amplifier of the PWM is made unity gain; don't forget and leave anything 
attached to it, or you'll get crazy-looking results! 

To make this measurement, add together (using a mixer, described below) an 
adjustable DC voltage and a swept sine wave from a network analyzer. Starting the 
adjustable DC voltage at zero, increase it very slowly until you get approximately 5V at the 

1 Adjustable Q'-2mv - - 

Figure 6.18 An open loop measurement will be taken by setting the DC operating point 
and adding an AC component. 
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output of the converter. Make sure that a resistive load (maximum specified load is 
preferable) is already attached to the output before you bring the adjustable DC voltage up 
from OV This is important because changing the load in this open loop mode can cause the 
output voltage to fluctuate wildly, potentially blowing up your output cap. 

Practical Note Some PWMs have an offset voltage, so the duty cycle remains at 
zero until you reach a volt or so. 

Practical Note Power stages with high gain will clearly be very sensitive to the 
adjustable DC voltage. With an ordinary lab supply, it may be frustratingly difficult to 
adjust the control voltage to get exactly the output voltage you want. In this case, you 
can probably settle for anything within 5% of the actual output. An alternative is to buy 
or build a precision voltage source that can be adjusted in millivolt steps. Better yet, 
see below for a method that avoids this measurment altogether. 

Once you have the adjustable DC voltage set so that the output voltage is correct, 
measure the open loop transfer function by dividing ACout/ACin, at the points shown in the 
schematic (Figure 6.18), with the network analyzer which is generating the swept sine. 
(See Chapter 4, on instrumentation, for detailed operational information on how to run a 
network analyzer.) 

Let's take a careful look at the actual measurement of the open loop response of the 
converter (Figure 6.19). At very low frequencies (below lOHz nothing is happening in this 
circuit), the gain is 1 1.8dB, and the phase is 0". Zero phase is to be expected at very low 
frequencies, since when you increase the duty cycle on a buck, the output voltage increases 
(transfer function = Out/In). 

As for the low frequency gain, consider a hypothetical increase in the DC control 
voltage of, say, 100mV The oscillator ramp for the PWM used (a UC2825) is 1.8Vpp, so 
the 1 OOmV causes a change in duty cycle of 1 OOmV/ I .8V = 5.6%. (Note that the ramp 
amplitude directly affects converter gain.) Now the PWM actually has two outputs, of 
which only one is being used. So increasing the duty cycle increases only the one output- 
the other is zero (as seen by the MOSFET) no matter what: that is, the MOSFET has a 
maximum duty cycle of 50%. So the real increase in duty cycle is only 2.8%. Now when 
the duty cycle increases, the effect is to increase the average voltage applied to the 
inductor, because the MOSFET is on longer; that is, the 15V input is applied longer. The 
output voltage thus increases by 15V x 2.8% = 420mV Since this was caused by a control 
voltage increase of 100mV, the gain at low frequency is 420mV/100mV=4.2 = 12.4dB, 
which is quite close to what we actually measure. (The 0.6dB error = 7%, and is probably 
caused by finite rise and fall times of the MOSFET switching; it is unimportant for our 
loop measurements and can be eliminated by methods discussed hrther on.) 

Looking again at the actual measurement, we see that as the frequency increases, the 
gain rises and the phase falls, which is caused by the LC tank resonance. As confirmation 
we may check that the resonant frequency should be 

in close agreement with the measurement. 
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Figure 6.19 Buck converter open loop measurement. 

Finally, at high frequencies, the gain rolls off at 12dB per octave (i.e., the gain at 
4kHz is one-quarter the gain at 2kHz; an octave is a factor of 2 in frequency), 
corresponding to the two poles, the inductor and the capacitor. The phase at the topmost 
frequency in the measurement is starting to rise again, as a result of the ESR of the output 
capacitor. The measured ESR of the cap was 120mR, so the RC frequency is 

1 
2nRC 

f = - = 6kHz 

(The phase doesn't go all the way to - 180" because of this zero.) If the gain measurement 
had been continued to even higher frequencies, you would have seen the gain decreasing at 
only 6dB/octave, which is a single pole, because the capacitor had become resistive at 
these frequencies owing to its ESR, just as in the example earlier in the chapter of a series 
R and C. 

Venable's K-Factor Paper 

Now that we've measured the open loop, we can design a compensation network to make 
the converter stable in closed loop. We're going to choose a bandwidth of 500Hz, which is 
well below the resonant fiequency of the output tank, because we are in voltage control 
mode. Although it is possible to compensate the loop so that it is stable with a bandwidth 
above the resonance, it is a better idea to go to current mode control for this. (Alternatively, 
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Cl 
I I  41 

- - 

it is possible to stabilize a voltage mode converter well above the RC frequency, because 
the phase is back to only -90"; we won't be demonstrating that here.) 

The method described here, first demonstrated by Venable [ I ] ,  amounts to computa- 
tion of the amount of phase the error amplifier needs to give the desired phase margin 
("phase boost"), followed by selection of one of three types of compensation based on this 
calculation. The actual component values are then computed based on the idea of placing 
zeros and poles symmetrically around the desired bandwidth frequency: zeros to cause the 
phase to rise below the bandwidth, poles to cause the gain to decrease above the 
bandwidth. The three amplifier types are shown in Figures 6.20, 6.21, and 6.22. 

Figure 6.20 Type I amplifier. 

Now the cursor of the network analyzer in our open loop measurement of the buck 
converter was set at our intended bandwidth of 500Hz (a convenient practice if you need to 
make presentations), so that we know the open loop gain there is 12dB, and the phase is 
-7". 

We've already done the first two steps of the K method, namely, making the 
measurement and choosing the cross over frequency (another name for the bandwidth.) 
The third step is to choose a phase margin; based on our earlier discussions, we will choose 
45". 
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Figure 6.22 Type 111 amplifier. 

The fourth step is to compute the gain necessary for the error amp. Since the open 
loop gain is 12dB, we have to reduce the gain by 12dB to get OdB at 500Hz. So the error 
amplifier gain should be G = - 12dB = 0.25 at 500Hz. Be careful in this step, don't leave 
the gain in decibels! 

As a fifth preparatory step, we compute how much phase boost we need from the 
compensation: 

boost 1 M - P - 90 

where M is the desired phase margin and P is the measured open loop phase shift. For the 
case we are considering, we have boost = 45 - (-7) - 90 = -38"; since this is less than 
On, no phase boost is required, and we can use a type I amplifier (see the discussion below). 

One final preliminary step is to select R , .  Since this is a 5V output, and the UC2825 
PWM IC has a 5V reference, no &as is required, and a good starting value for R ,  is IOkfi. 
If the output voltage had been higher (or the reference voltage lower) an would have 
been used to divide down the output voltage. However, !?bias has no effect on the gain or 
phase of the error amplifier; as long as you leave R,  alone, the output voltage can be 
adjusted by adjusting without affecting the error amp! (Note, however, that adjusting 
V,,, does affect the open loop, and thus potentially loop stability. This is why the open loop 
measurement is done close to the actual operating point.) 

Now, the compensation for our buck converter only requires C ,  to be computed. For 
the type I this is done as follows 

1 
2nfGRi 

c, =- 

[Type I Amplifier] 

For us, C, = 1/(2n x 500Hz x 0.25 x 1OkQ) = 127nF. Rather than trying to parallel 
capacitors, simply round this down to the nearest common value, 120nF-remember 
that the purpose of phase margin was to make it unnecessary to wony about component 
tolerances! In the lab, the value we actually measured on our 120nF capacitor was 135nF. 
(This was a CKR06 style cap, with a tolerance of 20%. Generally, it is better to use 10% 
NPO or COG style capacitors in the feedback loop.) 
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Before getting back to our buck converter to verify performance, let's consider the 
other types of error amp. As long as the necessary boost computed is less than 0", as in our 
buck converter, a type I amplifier is all that's required. However, if more than zero degrees 
of boost is required, one of the other error amps must be used. The type I1 amplifier 
theoretically can provide up to 90" of phase boost; practically, trying to get more than 
about 75" out of it results in component values that are either too large or too small to be 
practical. Above 75", and less than about 160", a type 111 can be used. If you need more 
than 160", chances are you're measuring wrong! 

Practical Note Limit the boost of a type I 1  amplifier to 75", and a type I l l  to 160". 

For reference, the design equations for the other two types of amplifier are: 

K = tan(? boost + 45) 

1 c -  
- 2n.f GKR,  

Cl = C2(K2 - 1 )  

[Type II Amplifier] 

I 
27t f GR, 

c2 = ~ 

C ,  = C2(K - 1) 

I c -  
- 2 7 t f a  R,  

[Type 111 Amplifier] 

Remember to use degrees in these equations, not radians! 
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Practical Considerations 

Much of the time you will end up using a type I1 compensation. There should be 
something unusual about the power stage if you determine you need a type III&otherwise, 
either your measurement or your calculation may be wrong! A little bit of caution here will 
save quite a bit of aggravation later. 

In any case, as stated above, you should never need more than 160" of phase boost. 
If > 160" seems to be necessary, something's wrong for sure. 

What happens if the values you calculate turn out to be very large (say, 10MR) or 
very small (say 7pF)? 

Practlcal Note Avoid using resistors larger than lMR, or capacitors smaller than 
22pF. Strays will make them too inaccurate for loop compensation. If your calcula- 
tions show a need for parts that are outside these bounds, a good plan will be to start 
over, using a different value for R, ,  such as l k n  instead of 10kR. 

Finally, what do you do when you calculate an oddball value, such as 900pF? Do you 
need to parallel caps? 

Practical Note As long as you're not at the top end of the possible phase boost from 
the type of error amp compensation you're using, just round off the capacitor values to 
their nearest standard values; the compensation will still be good enough. For the 
question just asked, 1 nF will be good enough instead of 9OOpF if you're trying to get 
60" phase boost. If you're right at 80" phase boost with a type II, try going to a type 111. 

Other Comments 

The comments above suggest that there is a practical limit on the maximum bandwidth you 
should try to give a converter. Of course, a voltage mode converter shouldn't be stabilized 
above its resonant tank frequency unless you are going to stabilize it above its output 
cap-ESR zero frequency; and of course no normal switch mode converter can be 
compensated to have a bandwidth close to its switching frequency. Beyond these limits, 
however, even current mode converters have limits, set by the compensation values that 
can be reliably attained. To get bandwidths of IOOlcHz or more not only will require very 
high switching frequencies, but probably, in addition, some sort of integrated or hybridized 
circuit, to control stray impedances. The typical practice is to give substantially more phase 
margin than is used with lower bandwidth converters, because the strays give increased 
variability to the values used. 

One final comment on Venable's method. Symmetrical distribution of poles and 
zeros is enough to uniquely determine a type I1 (and, a fxtiori, a type I) amplifier, but it 
doesn't uniquely determine the compensation values for a type 111. There may be ways to 
adjust the position of the poles and zeros of a type 111 m o r  amp for special purposes. 
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How to Measure Closed Loop Response 

So now the buck converter circuit looks like Figure 6.23. In addition to adding the 
compensation on the schematic, a summer has been added (the circle with the C in it) 
showing injection of the swept sine wave, and the correct points to measure the closed loop 
response of the converter, ACou,/ACi,. Observe that the loop remains closed during this 
measurement, so that it automatically controls the output voltage to the 5V level; no 
external DC control is required. 

4"t =5v 
L I I  + 220PF 

+ 

AC0,t 

- - 

PWM 
Fs =250kHZ 

Figure 6.23 Loop with compensation added. Also shown is diagram for measuring 
closed loop response of converter. 

For the astute reader, let's mention that what is being measured here is not the power 
supply transfer function, Vout/Vfn. We're instead measuring a related quantity inside the 
loop. Relabeling our block diagram, we come up with Figure 6.24. 

We are measuring the point labeled GH(1n - V') divided by the point labeled V'. 
Now the thing to notice is that the network analyzer measures only AC signals, using a 
bandpass filter centered at each frequency in its sweep. So the term (GH x In) is filtered 
out before the division, because it is a constant, (i.e., DC). So the result fiom the analyzer 
is -GHV'/V' = -GH. So the design criterion that GH # - 1 can be replaced by the 
criterion that what the network analyzer measures must not equal 1; that is, we have to 
avoid having gain = OdB and phase = 0" at the same time. 

/-/(In-V') 
b H(s) 

In- V' 
b In 

I V'  

Figure 6.24 The closed loop measurement is really measuring GH. 
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How to Measure It : Transformer Method 

Up to now the summing hnction used in measuring the loop has been shown as just that, a 
big C. In this section and the next, this omission will be remedied, showing the two 
popular methods for implementing this function, and pointing out practical aspects of their 
use. We start with the transformer method. 

The transformer method (Figure 6.25) works just as you might suppose, by 
transforming the AC drive signal over into the loop. The 5 0 0  in parallel with the 
secondary is not strictly necessary, but accomplishes the following convenient hnction: 
the transformer can be soldered on top of the resistor, allowing you to measure the loop 
without having to desolder anything on the PC board. The 50R is small compared to the 
10162, and so does not affect the output voltage all that much. 

I Fs=250kHz PWM I 
1 OOmV 

Figure 6.25 The transformer method of measuring the closed loop response of the 
converter. 

The transformer method enjoys some'popularity, and this ability to tack it in is its 
best feature. Of course, it also provides isolation between the network analyzer and the 
circuit, which can be important if you are measuring a high voltage output. 

On the other hand, the transformer has to be carefully designed to be responsive over 
a very broad range of frequencies, both very low (where it mustn't saturate) and very high 
(where it mustn't have so much capacitance that the signal will be shorted out). 

How to Measure It: The Mixer Method 

A second method, and the one the author recommends, is using a mixer, which is just an 
op amp adder (see Figure 6.26). 

The mixer (unlike the transformer) works at arbitrarily low frequencies, and with 
proper op amp selection can work at very high fiequencies. 
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I I 

I 
I I PWM 

I FS =250kHZ I 
Figure 6.26 The mixer method of measuring closed loop converter response 

Practical Note Be careful! Before you use the mixer, measure its response, 
particularly its phase, with the network analyzer. Some high gain bandwidth op 
amps have lots of phase shift, and some don't; usually you can't tell from the data 
sheet. Don't forget 100nF bypass caps for the op amp's power lines. And for really 
high frequency measurements, you might want to make everything surface mount 
and use BNC connectors for inputs and output. 

The major drawbacks of the mixer are as follows: ( I )  you have to desolder a 
component on the PCB to insert the mixer in the loop, and (2) you can't run it in a loop 
whose output is greater than the op amp's supply voltages. On the other hand, the only real 
requirement for the placement of the mixer is that it have low impedance inputs, and output 
to a high impedance node. So anywhere that is low impedance could go into the mixer- 
maybe even in the divider network, which will have to be present anyway for a high 
voltage output. 

Converter Closed Loop 

We used the mixer method to measure the response of the actual buck converter circuit in 
the lab (see Figure 6.27). Since we had targeted 500Hz as the crossover frequency, we 
expect to have OdB at 500Hz, and a phase margin of 90 - 7 = 83". What we actually 
measure is - 1.8dB and 83" exactly. The 1.8dB error (= 23%) is explained in part by the 
7% error in the capacitor value ( I  35nF instead of 127nF), the remainder is due to a slight 
error in the output voltage when the open loop was measured. Below, we show how to 
avoid even this small error. 

Let's examine the plotted measurement carefully. At low frequencies, the gain is 
higher as the frequency decreases, due to the pole at the origin (i.e., the capacitor in the 
feedback). At a very low frequency (not shown in this measurement), there is a maximum 
gain, set by the open loop gain of the error amp. The pole at the origin is desirable, and is 
standard in closed loop converters because it means that the DC output voltage will have 
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Figure 6.27 Closed loop response of the buck converter measured with the mixer 

method. 

only a tiny error (with respect to the reference voltage); all three error amp configurations 
have a pole at the origin. For example, the gain of the error amp at very low frequencies 
might max out at 80dB. Since 80dB = 10,000, this forces the output voltage to match the 
reference voltage to I part in 10,000, 0.01%. This is of course much better than the 
accuracy of almost all references, and consequently the error in the output voltage is 
entirely due to the error in the reference. 

At frequencies above the resonant tank frequency, the phase drops rapidly, but there 
is about 12dB of gain margin. Altogether, then, calculated performance and measurement 
match well. 

Practical Note When doing your closed loop measurement, always make sure to hit 
all four corners: maximum and minimum input line voltage, and maximum and 
minimum output load. The open loop changes with these parameters, and thus so 
does the closed loop response; you need to be stable for all four conditions. 

How NOT to Measure a Loop 

Naturally, there are any number of ways of doing something wrong. Over the years, the 
author has encountered at least four incorrect approaches to measuring a loop. Here they 
are, with the reasons for inadequacy briefly noted. 
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L 3 r l  

1 .  Don’t measure the “In” signal at the AC source rather than at the output of the 
mixer. This fails to take into account the feedback loop. It’s more like measuring 
H(s)[G(s) - I ]  rather than H(s)G(s). 

2. Don’t try to inject the AC at the reference pin instead of inside the loop. (Where 
would you measure the loop response then?) 

3. Don’t put the “In” and the “Out” probes at the same place (because the 
transformer’s just a piece of wire, right?). 

4. Don’t try to stick the output of the network analyzer right into the loop directly, 
without an amplifier or transformer. Although this can be fine for a 5V input 
converter, generally it can be a good way to blow up the equipment. 

-_ 

A Better Method of Measuring the Open Loop 

As we’ve seen in our buck converter, there can be some difficulty in measuring the open loop, 
both in thc required equipment, as well as in achieving a desirable accuracy. And when the 
noninverting pin of the error amplifier isn’t available (as in 8-pin PWM ICs). measuring the 
open loop can be rather problematic, since there’s no straightforward way of making the error 
amp unity gain. Fortunately, there is a better way, devised by the author some years back. I 
now use this method to exclusion of all others because of its substantial superiority. 

At low frequency, a power stage is always a fixed gain with O >  phase shift: you put in 
some duty cycle and get some voltage out, and increasing the duty cycle increases the 
output voltage. This implies that a converter can always be stabilized by picking a low 
enough bandwidth, and in particular, by using a type I amplifier. Following this thought, 
the preferred method for determining the open loop response is to use a large capacitor for 
compensation in a closed loop configuration, measure the closed loop, and then subtract 
the effect of the large capacitor. The compensation to be used in the actual circuit can then 
be derived as usual. 

To illustrate the method, we perform a closed loop measurement on our buck 
converter with a 1 pF capacitor as compensation, to determine the open loop characteristics 
(see Figure 6.28). 

Figure 6.28 The best method of measuring the open loop characteristics of the converter 
is to compensate it at a low frequency. 
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Figure 6.29 Loop characteristics measured with an initial low frequency compensation 

The measured response is shown in Figure 6.29. The bandwidth appears to be about 
5OHz-but. this is not what we're interested in. Closing the loop was just a stratagem for 
obtaining the open loop characteristics. At 500Hz, where we want to close the loop, the 
gain is measured to be - 19.4dB, with a phase margin of 83". This means we should select 
a capacitor smaller than the lpF by -19.4dB =0.107, which is to say 107nF, which 
will still give us 83" of phase margin, since it is still a type I amplifier. Using the 107nF 
instead of the 135nF actually selected would increase the measured gain by 
135/ 107 = 1.26 = 2.0dB, which would bring the measured gain (- 1.8dB) into agreement 
with calculation to within 0 . 2 d B d e a d  on. Thus, this method can be expected to give 
almost perfect results, as seen here. 

Practical Note Sometimes the gain of the power stage is low, and if you are trying to 
compensate the loop to a high frequency, the gain measured by this method at that 
frequency may be low enough to be in the noise (e.g., -60dB). In such a case, you 
should probably try decreasing the lpF cap to 100nF, thus increasing the gain by 
20dB. 

If the phase margin we measured using this method had been too low, say only 20", 
we would have selected a type I1 compensation, with a phase boost of 25" (because 
20" + 25" = 45") at 500Hz and a gain of - 19.4dB at 500Hz, thus bringing us back to 45" 
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at a crossover frequency of 500Hz. Compensation with this method is thus almost trivially 
easy; you can astound your boss with how quickly you can stabilize a converter. 

What If the Noninverting Pin of the Error Amp Isn’t 
Available? 

It’s not uncommon to use an 8-pin PWM IC for a supply, in which case it is typical for the 
noninverting pin of the error amplifier to not be pinned out, but rather to be referenced 
internally to a reference voltage. As mentioned above, in this case it is quite hard to figure 
out how to measure the open loop gain directly, since there’s no convenient way of making 
the error amp unity gain. If, however, you use the closed loop method described, such 
measurements are straightforward and the inability to access the noninverting pin is no 
drawback. Figure 6.30 shows the measurement setup for determining the open loop 
characteristics of a converter using such a PWM. 

vtn=15v - 

I PWM I 

vout =5v 

--IACCut 
3- 1 OOmV 

I F~=250kHz I 
Figure 6.30 Using the low frequency compensation method to measure the open loop of 

a converter in which the noninverting pin of the error amplifier isn’t 
accessible. 

CURRENT MODE CONTROL 

Theory 

The difference between current mode control and voltage mode control is that current 
mode control has two feedback loops, one to control the inductor current, the other to 
control the capacitor (output) voltage. 

The control theory for this system can be worked out the same as for the voltage 
mode control system, though we’re not going to. Let’s note, however, that there are some 
subtleties involved with the high frequency response of current mode control converters 
that have been worked out only in recent years (notably by Ray Ridley). 

For practical purposes, the reason for having the second, inner loop (see Figure 6.3 1 )  
is that controlling the inductor current acts to remove the effect of the inductor on the 
power stage’s transfer function. This is because the transfer function of the power stage 
already includes the closed loop of the current loop, so that the effect of the inductor is 
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out 

Figure 6.31 Control block diagram of a current mode converter. 

entirely absorbed by the loop controlling it and doesn't appear in the response. Thus, there 
is no resonant tank to worry about, and at high frequencies there is only a single pole (the 
output cap), so that the phase shift goes to -90" rather than - 180". These effects make it 
much easier to control current mode than voltage mode, and make it possible to give 
current mode controlled converters high bandwidth. 

A Limitation of Current Mode Control 

The usual implementation of current mode control is to sense a current with a resistor (or a 
current transformer going to a resistor, which is the same thing) and feed it into a PWM IC. 
However, as load current decreases, the magnitude of this signal must also naturally 
decrease. If the load is light enough, the current signal will be negligible, and the current 
feedback loop has no effect on the system; thus, 

Current mode control becomes voltage mode control at light loads. 

So if you give the converter a lot of bandwidth at maximum load, you need to 
carefilly check that at minimum load the extra pole (the inductor) isn't cutting back in and 
causing instability. Counteracting this effect, though, is the fact that converters typically 
have less open loop gain in the power stage at light loads than at heavy loads. 

Practical Note From a practical standpoint, you won't have current mode control 
over the whole range of operation if your load range is more than 10 : 1. 

Slope Compensation 

When the duty cycle of a current-mode-controlled converter exceeds 50%, the converter 
will oscillate at a subharmonic of the switching frequency, actually half of the switching 
frequency, unless slope compensation is added. The origin of the problem can be 
understood thus. A current mode control loop works by turning off the switch when the 
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current reaches a certain level (set by the error amp output). If the duty cycle exceeds 50%, 
the inductor current is being ramped up for more than 50% of the period. This means, 
obviously, that the inductor current is being ramped down for less than 50% of the period. 
This smaller time means that the inductor current has not yet returned to its steady-state 
initial value by the time the next period is getting started, so the current for the next period 
starts off too high. During this next period, therefore, the inductor current reaches the turn 
off level too soon, causing the duty cycle to be terminated early; in fact, it’s terminated at 
less than 50% of the duty cycle. But now the off-time is too long (> 50%) and so the current 
at the start of the next cycle is too low, causing the duty cycle to again exceed 50%, and so 
on, oscillating between under- and overshooting the current every other cycle. There is a 
clear demonstration of this subharmonic oscillation happening in the literature [2]. 

Slope compensation fixes this problem basically by adding a fixed ramp to the 
current signal. Since this ramp has a constant value, the effects of variations in the current 
signal are better damped. In fact, the 9 effect of slope compensation is to make the 
control loop somewhat more like a voltage mode control. This makes sense: if you think 
about it, a voltage mode controller works with a fixed ramp against which it compares the 
error amplifier’s output. So adding more and more slope compensation brings the converter 
back closer and closer to voltage mode; if the ratio of slope compensation amplitude to 
current-signal amplitude went to infinity, you’d be back entirely at voltage mode. This 
explains the statement above that at low load power, your current mode control converter is 
back to voltage mode. 

It is also to be observed that adding slope compensation puts the converter 
somewhere between voltage mode (with two poles) and current mode (with one pole); 
this means that when you take a loop measurement, and measure the slope of the Bode 
plot, you find that it is intermediate in value between one and two poles. Of course, it is the 
active circuitry that makes such a nonlinear transfer function possible. 

As an aside, people sometimes tell me there’s no such thing as a “subharmonic 
oscillation.” I’m not sure what their reasoning is, but one need only try building a current 
mode power supply with duty cycle exceeding 50% and no slope compensation to see that 
there certainly is a subharmonic oscillation; the converter oscillates at exactly half of the 
switching frequency. 

Adding slope Compensation to a current-mode-controlled converter (see Figure 6.32) 
is as simple as adding in some amount of a fixed ramp to the current-sensing feedback. 
Without going into the technical details, it turns out that adding various amounts of fixed 
ramp accomplishes either perfect current mode control or perfect audio rejection of the 

Figure 6.32 Adding slope compensation to a 
current mode control converter. 
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supply. But the reality is that tolerances in components and variations of the load make it 
impossible to attain either of these states. 

Practical Note If the duty cycle of a current-mode-controlled converter is going to 
exceed 50%, the converter needs to have slope compensation. The practical way to 
determine the right amount of slope compensation is to run the converter at maximum 
load current and add enough slope compensation to stabilize the converter against 
subharmonic oscillations. At lower loads the converter will then automatically be 
stable. 

How to Compensate a Current Mode Controller 

With one notable exception (discussed below), a current mode converter can be 
compensated in the same way as a voltage mode converter. Arrange the current-sense 
resistor to produce about the maximum signal the IC will take (typically, 1V) when the 
converter is at full load, and then forget about it. If you’re going to have a duty cycle 
greater than 50%, remember to add in some slope compensation. Now you measure the 
open (voltage) loop exactly as you did for a voltage mode controller (10162 and lpF), 
design the compensation, and you’re through! Don’t forget to check the four comers! 

Can I Measure the Current Loop? 

The foregoing methods have proven so successful and easy at measuring the voltage loop, 
that I’m sometimes asked about the possibility of measuring the current loop as well. 

As a first part of an answer, let’s comment on the desirability of making such a 
measurement. In a general sort of way, the current loop is always stable, with (it turns out) 
lots of phase margin, at least as long as you remember to add the slope Compensation when 
necessary. So with the notable exception of average current mode control (discussed 
below), there isn’t any need to measure the current loop: you just use it and forget it. 

Making the measurement turns out to be quite difficult, and in fact can’t be done 
with a normal network analyzer. You’ll recall that a PWM works by having a comparator 
that changes logic levels when the ramp signal (here, the current signal plus any slope 
compensation) is equal to the error amplifier output signal. The theoretical aspect of this 
digital operation is that instead of using Laplace transforms, the system needs to be 
described with a z transform, or else at least via an analog approximation to the dynamics 
of the comparator (worked out in recent years by Ridley) involving two RHP zeros. 

Practically, because of this digital portion, ordinary swept sine wave analyzers can’t 
be used. Instead, some sophisticated digital modulators have been devised. In any case, this 
sort of thing is done only in universities, never by practicing engineers. As stated above, 
the current loop is basically always stable in normal converters. 

Average Current Mode Control 

As noted in several places throughout this book, average current mode control, which is 
mainly used in off-line power factor correction converters, constitutes an exception to the 
general rules about current mode control. 
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The idea of average current mode control is that instead of using a comparator to 
compare the current signal with the output of the error amplifier, a second amplifier is used 
to provide some gain for the difference between the current signal and the output of the 
error amp. Thus, while the standard current mode control current loop has a bandwidth 
equal to the switching frequency of the converter, the average current mode control current 
loop can have a reduced bandwidth. In the author’s original invention of average current 
mode control, the current error amplifier could be arbitrarily compensated to achieve any 
desired bandwidth and phase margin (using the same techniques used in compensating the 
voltage error amplifier). In the systems in common use today, the current loop is heavily 
filtered down to around line frequency. With a loop such as this, it is straightforward to 
measure the bandwidth and phase margin by means of the closed loop techniques 
described above. 

A general requirement for stability is that the outer (voltage) loop have a smaller 
bandwidth than the inner (current) loop. Of course, this is a no-brainer for the usual current 
mode control, in as much as the current loop then has a bandwidth equal to the switching 
frequency. 

NON-MINIMUM-PHASE SYSTEMS 

Once in a while, you’ll get a Bode plot that just doesn’t make any sense, even though 
you’re sure you’ve measured it correctly. For example, it will show the phase as being 
- 180” at low frequencies, crossing through zero degrees up to some maximum, and then 
coming back down again. This response is symptomatic of a non-minimum-phase system, 
for which a Bode plot is not sufficient to be able to determine stability. 

A non-minimum-phase system is any system that has a right-half-plane zero in its 
open loop transfer function. What this means can be most easily understood by thinking 
about how a flyback converter works. 

Figure 6.33 A flyback converter responds to a drop in voltage by turning on longer, 
causing the voltage to fall even further. This is what is meant by a right-half- 
plane zero. 
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Consider what happens when the load current increases (the load resistor value 
decreases) in the flyback converter shown in Figure 6.33. The output voltage begins 
instantaneously to drop. To supply more power, the feedback increases the duty cycle of 
the transistor, in order to store more energy in the primary inductance. Instantaneously. 
though, the transistor sees that it is tumed on longer. This means that it doesn’t deliver 
energy ‘‘on time”during that cycle, since it can’t deliver energy until it’s off again. But this 
causes the output voltage to drop even further; if the loop isn’t designed to handle this, the 
voltage just keeps dropping. This, then, is a 180” phase shift, the essence of a RHP zero: 
increasing the duty cycle decreases the output voltage. 

Remember from the earlier part of this chapter that an RHP zero causes the gain to 
go flat while the phase is still decreasing, making it difficult to guarantee stability. As a 
rule, the bandwidth of the converter will be designed to ensure that the RHP zeros occur at 
much higher frequencies than the bandwidth. But, caution! These zeros move with load. 
So, you need to check all four comers of the converter’s operation to make sure you’re not 
going to have problems with RHP zeros. 

Nyquist Plots 

Since the Bode plot of a non-minimum-phase system isn’t enough to be able to determine 
stability, we need to use a different display of the information, called a Nyquist plot. 
Remember that the Bode plot consists of two graphs, one showing (the logarithm of) the 
root of the sum of the squares of the imaginary and real parts of the transfer function: 

magnitude = Jm 
and the other showing the phase: 

phase = a r c t a n g )  

both as hc t ions  of frequency. Instead of this, the Nyquist plot plots the imaginary part on 
the y axis and the real part on the x axis, on a single graph (see Figure 6.34). 

The important point on a Nyquist plot is “real part = -1, imaginary part= 0.” 
Figure 6.34A shows the overall view of a Nyquist plot on a large scale (200 units per 
division). You can see that the graph goes around (- 1,O) once in the clockwise direction, 
but because of the scale of the axes, you can’t make out details of what’s happening close 
up to (-1,O). The expanded picture, zoomed in to 1 unit per division (Figure 6.348), 
reveals detail that isn’t visible on the coarser graph: the graph goes once around (- 1,O) in 
the counterclockwise direction [it also contains another loop, but this doesn’t matter 
because it doesn’t enclose (-l,O)]. The net result is that (-1,O) is encircled zero 
times: clockwise + counterclockwise = - I  + 1 = 0. This guarantees that the system is 
stable: 

A Nyquist plot represents a stable system if 
there are zero net encirclements of (--l,O). 

As a practical matter, a measured Nyquist plot won’t be closed the way this 
demonstration figure is because your measurement doesn’t go down to OHz nor up to 
infinity hertz. Nevertheless, measuring the converter response over the normal frequency 
range, say lOHz to 100kHz, is sufficient to determine the stability because the gain below 
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Figure 6.34 (A)  Nyquist plot of a stable system. ( B )  Close-up ofthe area around (-1,O). 
(Modified from Ref. 3, p. 367.) 

the low end is constant, and is less than 1 above the high end; encirclements of (-1,O) all 
occur in the same band of frequencies you would be using if you looked at the Bode plot 
instead. 

SOME CONCEPTS OF SYSTEM STABILITY 

Input and Output Impedance 

As a final topic in practical feedback design, we’re going to talk briefly about converter 
impedance and its relationship to system stability. Here “system stability” refers in 
particular to the stability of a group of converters interacting with each other. This is a 
situation frequently encountered in practical design work: for example, your 5V output 
converter is going to have a 3.3V output converter hung on its output; or your off-line 
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power factor correction converter produces 300VDC, and you’re going to use a second 
converter to step it down to f 12V. The key question for stability, it turns out, is what input 
and output impedance the converters must have to ensure that the system as a whole is 
stable. 

Converter input impedance is a measure of how much the input voltage changes 
when the input current changes. As such, it is closely related to the transfer function of the 
converter. Figure 6.35 illustrates a generic method of measurement. 

V I  

Network 
analyzer 
source 

Normal 1 - 

supply I 

Normal 
load 

Figure 6.35 Block diagram of method of measuring converter input impedance: 
z,,= V J I .  

The idea is that the converter is run with a normal load and a normal input supply 
voltage. Superposed on top of the normal supply voltage, however, is a small AC signal, a 
swept sine from a network analyzer. As the frequency of this input voltage varies, the 
amplitude of the input current does also, and the ratio of these two is the input impedance, 
Zi, = V / t ,  as a function of frequency. 

The only tricky part is remembering to use a scale factor: usually the output of a 
current probe is lOmV per division. So, for example, if you use a 1 : 1 probe for measuring 
the voltage, and the current probe is set to lA/div, then l Q =  lV/ lA= 
lV/(lOmV/A)= 100=40dB, that is, the 40dB mark on the network analyzer will be 
equal to 1R. 

Practical Note For high power inputs, it may be necessary to use an amplifier to 
drive the transformer, rather than driving it directly from the network analyzer. You’ll 
find that a good audio amp works well here; actually, one of the old linear (vacuum 
tube) amps is best because of its low harmonic distortion. 

Exactly this measurement was performed on the buck converter we’ve designed in 
this chapter. Figure 6.36 shows the plot that was generated. 

Let’s take a close look at the results of this measurement. At low frequencies, we see 
that the impedance is approximately flat. Indeed, we expect that the input impedance at low 
frequencies will be a constant: it should be just the input voltage divided by the input 
current. For this buck, that is 15V/0.78A = 19.2R = 25dB-R, which should show up as 
(25+40)=65dB on the graph, which is right on the money. (Actually 780mA is the 
measured input current, not calculated. As an aside, you might notice that input power is 
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Figure 6.36 Input impedance of the buck converter. 

10k 

15V x 780mA = 11.7W, and output power is 5V x 2A= low, so this converter has an 
efficiency of 85%.) 

Remember that the phase is - 180” at these low frequencies because a converter is a 
constant power load: if you increase the input voltage, the input current decreases! It is this 
effect that will cause problems when we consider system stability. (Phase is not shown i n  
the measured plot. It’s of no real importance unless you’re cutting it very close when you 
get around to considering system stability; see below.) 

As a further note, you hear people referring to the converter as a “negative 
impedance.” In fact, they are referring to this 1 8 0  phase shift, and the statement is true 
only at low tiequencies. 

As the frequency starts increasing, the input capacitor becomes equal to the 
converter in magnitude of impedance: 

= 38Hz 
1 

2n x 19.211 x 220pF 
f = -  
’ 

Above this frequency, the input is predominantly capacitive with a 9 0  phase shift. We can 
check this by looking at the cursor: 42dB scales to 2dBQ = I .26Q at 500Hz, or 

= 253pF 
I 

2 1 ~  x 500Hz x 1.2611 
C =  

which agrees reasonably well with the 220pF that was used. 
At around the resonant tank frequency, we see a little bit of activity, but it is not 

nearly as pronounced as in the open loop case because the entire converter is in parallel 
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with the input capacitance. Then at the top frequencies being measured, we see the gain 
starting to flatten as the ESR of the input capacitor cuts in: 

C =  = 5.2kHz 
1 

271 0.12R x 250pF 
with the measured ESR of 120mR. 

The input impedance of the converter thus looks like a “negative resistance” at low 
frequencies, like a capacitor at intermediate frequencies, and like a positive resistance at 
high frequencies. Of course, if you go high enough in frequency, you’ll start seeing 
inductance as well, but at these frequencies, it may become necessary to consider also the 
cabling used in the system. System cabling can be very important to system stability in 
certain cases. 

Converter Output Impedance 

Converter output impedance is very similar in concept to input impedance: When I jiggle 
the load current, how much does the output voltage change? Ideally, of course, we would 
like this change to be zero, because we want an output voltage that is independent of load. 

A circuit for measuring output impedance is shown in Figure 6.37. In this circuit, the 
network analyzer provides both a DC offset and a swept sine. It drives an electronically 
controllable load, which pulls both DC and AC current from the converter. (Make sure the 
amplitude of the AC current is small enough to ensure that the load is always pulling 
current-it can’t source current!) The output impedance is Zout= V / I  as a function of 
frequency. 

V I  

1 - Normal 
Electronically 
variable load Network 

analyzer 
source * * 

Figure 6.37 Block diagram of method of measuring converter output impedance: 
z,,, = V / I .  

Practical Note You don’t want to put a resistive load in parallel with the electronic 
load, since changing the output voltage changes the current through the resistor. 

Using the buck converter once more, a measurement was made of the output 
impedance (remember the scale factor, again). Figure 6.38 is a typical-looking plot for 
output impedance. Take note that the scale is offset from the one in Figure 6.36 for input 



Some Concepts of System Stability 159 

x=100.29 Hz 
Ya=10.2821 d0 

FREQ RESP 
I I 1 , I 1 : I  1 I I i l l 1 1  I I I 1 1 1 r  

I I I I I I I I  

I I I I I I l l  
I I I L I I l l  
I I I I 1 1 1 1  

I I I I I l i l  I I I 1 1 1 1 1 l  I I I I I I l l  48.0 
I I I I I I l l  I 1 1 I I l l 8  
1 I I I I l l 1  40dB=ln--+- - I I I 1 I I l l  I I I I I 1 1 1  

I I I . I I . ,  8.Oldiv - 

I I I I 1 1 1 1  
I 1 I i I ; ! (  
I I I 1 I I l l  
I I 11Ti-m 
I I ! I I I l l  
I I I I I I l l  

dB 

I 1 I I 1 1 1 1  

t I I I 1 1 1 1  
I I I I 1 1 1 1  
I I l l 1 1 1 1  

1 I I I I I l l  I I 1  I I 1 1 1 ’  I I l’-r-rt-i-r 
I I I 4 I I l l  I I I I I I l l  I I I I 1 1 1 1  

-1 6.0 I I I I I I l l  I I I : I I I I  I I I I I I I I  
I I I I I t I  I I I l l l l l  1 ‘ - U U L  

10 Log Hz 10k 

Figure 6.38 Output impedance of the buck converter. 

impedance (1  R = 40dB is almost at the top of the graph). At low frequencies, the output is 
inductive. In fact, we have at 100Hz, from the cursor, that the impedance is 10.3dB, which 
is -29.7dB-R = 32.7mQ so the inductance is 

= 49pH 
1 

2n x IOOHz x 32.7mR 
L =  

agreeing well with the actual value of 35pH. At the output tank resonant frequency, the 
output impedance peaks and thereafter is controlled by the output capacitor (you can again 
see the ESR at the top frequencies). 

Two Stable Converters Can Make an Unstable System! 

This rather shocking idea brings us to the forefront of today’s research in power systems. It 
is quite possible (and indeed frequently happens) that you have two converters, each of 
which is stable with plenty of phase margin; but when the one is connected as a load to the 
other, the system, meaning here both their output voltages, oscillates! Figure 6.39 
diagrams the problem. 

Here is a rule of thumb to ensure that attaching two stable converters together in 
series won’t cause oscillations: 

1 Practical Note If possible, ensure that 

1. The output impedance of the first converter is less than the input impedance 

2. The bandwidth of the first converter is greater than the bandwidth of the 
of the second converter at all frequencies. 

second converter. 
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Figure 6.39 Two stable converters in series can form an unstable system. 

This is merely a convenient way of ensuring stability; a system can be stable even if 
it doesn't meet this rule, although the question then becomes substantially more involved. 
When you are actually setting up such a system, of course, you need to verify that each 
individual converter is stable before attaching the set together! 

8.Oldiv 

=In-+ 

10 Log Hz 

Figure 6.40 Input and output impedances superposed. 
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Example of an Unstable System 

We have designed the compensation of our buck converter to produce a stable device. Let’s 
suppose that for some (crazy) reason we connect two of these bucks in series. (That is, we 
would reset the first one to produce an output voltage of 15V so that it could run the 
second one. This could be accomplished by making the first converter run from 45Vin, and 
tripling the switching frequency so that all the components retain their values; the loop and 
the impedances of the converter would then remain the same.) 

How well does this system comply with the rules given above? Admittedly, rule 2 is 
marginally OK; at least the downstream converter doesn’t have E bandwidth than the 
upstream one does. But rule 1 is definitely violated, as can be seen in Figure 6.40. 

A look at the superposition of the input and output impedances shows that the source 
impedance (output impedance) is greater than the load impedance (input impedance) at 
frequencies greater than about I.2kHz. This doesn’t guarantee that the system will be 
unstable (you actually have to examine system, as opposed to converter, phase margin), but 
don’t be surprised to see the 15V and the 5V outputs oscillating at about 1.2kHz! 

SOME THOUGHTS ON THE ROLE OF SIMULATIONS 

Although this book explicitly avoids talking about simulations, a few comments are in 
order here, because it is in the area of stabilizing converters that people most frequently 
turn to simulations. 

For many years now, people (read managers) have been talking about the possibility 
of designing power supplies using just simulations, no breadboarding. Leaving aside the 
problematic existence of adequate computing power, one can see without going into the 
details that such a thing might be possible. To aid in this visualization, consider a 
simulation of the open loop of the buck converter we’ve been dealing with (Figure 6.41). 

We’re not going to discuss this simulation in any detail. Figure 6.41 shows a 
pseudodrawing of the blocks of an open loop buck, including a state-space-averaged 
switch model; the listing is part of a SABER listing, and the plots were generated using the 
SABER simulator. The names in circles are the node names, and the other names are the 
part names and values. Further information on simulations can be obtained from a number 
of books. At any rate, you can see that the simulation, shown in Figure 6.42, matches the 
measurements pretty well, certainly well enough to allow you to design the compensation, 
and that compensation would have the same values we came up with before. The trouble is, 
even assuming the data on ESR and so on are available from data books (which is only 
occasionally true), the model says nothing about switching. Thus you have to build either a 
much more complex model or a breadboard-in which case you’ve defeated the purpose 
of the simulation! Besides, unless you are vevy experienced (and even then), you need to 
measure a working unit to verify that you’ve built the simulation model correctly. It’s so 
easy to type in incorrect numbers and assume that because the computer gave you an 
answer, this output corresponds to reality! 

In the author’s view, nothing is gained by using simulation to design a compensation, 
in part because doing it by real measurements is so easy. Simulation is useful in measuring 
worst case: it can be almost impossible in the lab to find components at their minimum or 
maximum values, whereas with a simulation it’s easy. Simulation and breadboarding are 
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Figure 6.41 Simulation model of the buck converter open loop: circles 
enclose node names; see accompanying listing. 

10.0 20.0 50.0 100.0 200.0 500.0 1000.0 2000.0 5000.010000.0 
f (Hz) 

Figure 6.42 SABER simulation of open loop buck converter: both curves, OUT/AC. 
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thus complementary, not opposing: breadboarding is for doing the design, simulation is for 
worst-case analysis. 
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Practical Design 
of Control 

and Monitoring Circuitry 

CONTROL CIRCUITRY 

Other chapters in this book have dealt with aspects of the power stage of a power supply. 
This chapter deals with the rest of the power supply, that is, the small-signal circuitry used 
to control the power stage and the circuitry used for monitoring the operation of the supply. 
(Except for the design of the error amplifier, which was covered in Chapter 6.) We start 
with some practical control circuitry. 

Start-up 

It’s always a problem: there’s no power until the converter is running, but you need power 
to get the converter to run. The usual solution is to use a resistor and capacitor directly 
from the input power line to get things started, and then when the converter is running, 
provide power with a bootstrap winding from the main transformer (see Figure 7. I ) .  

The way this works depends on the PWM having a UVLO (undervoltage lockout) 
with hysteresis. When V,, is applied, the capacitor is charged up through the resistor. When 
the UVLO threshold of the IC is reached, the circuit begins switching. It draws power out 
of the capacitor to run both itself and the switching transistor until the winding can supply 
enough power to run the IC. Figure 7.1 also shows a zener on the line, to prevent the 
voltage ftom rising so high that it damages the IC; this might be typically a 12-1 8V diode. 

This circuit can require a quite large capacitor to store enough energy to keep things 
going until the converter is running. Consider a typical example: the PWM is a UC3825, 
which can require up to 33mA of supply current when running. Let’s throw in an 
additional lOmA for gate drive, and a few milliamps for everything else, and we’ll say it 
requires 50mA. Suppose the converter takes lOms to come up to speed. (The winding on 
the transformer is voltage-limited by the other windings, and so typically won’t provide 
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Y n  

* Figure 7.1 A bootstrap 
power after start-up. 

winding provides 

any power until the main output is approximately in regulation.) The guaranteed hysteresis 
on the UC3825 is only 400mV, which means that if the voltage on the capacitor droops 
more than this, the PWM will go back into undervoltage lockout, cyclically hiccoughing. 
So we need to supply 50mA x IOms = SOOpC, with a voltage drop of only 40OmV. 
needing a capacitance of C = 500pC/400mV = 1.25mF (= 1250pF)! 

This particular problem can be solved by creating a larger hysteresis band for the 
PWM, as illustrated in Figure 7.2. This circuit has added in a PNP transistor that passes the 
current to the PWM (and any other loads). It works because the MOSFET isn't turned on 
until the capacitor voltage has reached a level set by its gate zener; once turned on, 
however, it stays on. The MOSFET in turn turns on the PNP, which passes current. By 
selecting, for example, a 12V zener, you can get approximately 5V of hysteresis (12V 
zener + 2V gate threshold for the MOSFET = 14V, and 14V - 9V UVLO = 5V hyster- 
esis), so that the capacitor is reduced in size by a factor of 5V/400mV = 12.5, from 
1250pF down to lOOpF, a gigantic saving in size. 

Of course in both these schemes the resistor continues to dissipate power as long as 
vi, is present: the winding provides the power to tun things, but there is still voltage 
applied across the resistor. This problem is mitigated, however, by the consideration that 

Y n  

Figure 7.2 Increasing the W L O  hysteresis makes the start-up capacitor smaller. 
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the resistance value can be almost arbitrarily large. All a large resistance does is give a 
delay period between the time power is applied and the time the converter starts-it has no 
effect on the slow-start time of the converter. For example, with the second scheme, 
suppose that the resistor is lOkR, the input voltage V, ,  is 28VDC, and the normal output of 
the winding is 15V. Then the capacitor charges up to the required 14V, and the converter 
starts, in 

--t 
14 = 28 1 - exp [ (IOknx 100pF 

or t = 700ms. The steady-state power dissipated in this resistor will be only 

= 17mW 
(28V - 15V)’ 

1 OkR 
P =  

If the converter has an output short, the winding will produce no power, and so the 
resistor might have to provide power continuously for extended times. But even in this 
case, it is dissipating only 78mW, which can be handled by a IOOmW resistor. 

There are other, more complex, schemes for start-up power-for example, using a 
MOSFET in series with the resistor to turn it off completely once the converter is running. 
This supposedly allows use of a smaller resistor value without impacting component size 
(relying on the pulse power rating of a wirewound) and allowing less turn-on delay. During 
an output short, however, there is still going to be dissipation in the resistor, and of course 
the smaller value resistor will dissipate more power, requiring a large component anyway. 
Thus, it seems that nothing is to be gained from more complex schemes, unless it is 
necessary to minimize turn-on delay (not slow-start speed, remember). 

Soft Start 

Soft start (or slow start) has been mentioned, but without specifying what was intended. 
The idea is straightforward. When a control IC first receives power, the output voltage the 
feedback senses is of course zero (or at any rate lower than it should be, in the case of a 
nonisolated flyback). This causes the duty cycle of the converter to want to go to its 
maximum value. Were it allowed to do so, very high and potentially destructive currents 
would be drawn from the input and through the power devices in an attempt to charge up 
the output capacitors. Instead, the duty cycle of the converter is limited to a maximum 
value that increases linearly with time, usually controlled by the charging of a capacitor. 
Once the capacitor i s  fdly charged, the duty cycle will be whatever it needs to be to 
regulate the output voltage. 

Practical Note Always use soft start to protect both the line and the converter. 

Soft start is also frequently used for recovery from a fault such as overcurrent: when 
an overcurrent condition occurs, the soft-start cap is discharged, causing the duty cycle to 
come up slowly again while recovering from the fault. When this recovery is cyclical, it is 
known as hiccough mode. Since the soft-start cap is charged by a constant current source 
(whence the linear increase in voltage), this suggests a way of making the hiccough period 
different from the soft-start time: when an overcurrent is detected, switch on a transistor 
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that pulls some current from the soft-start through a resistor, decreasing the speed at which 
the soft-start cap is charged. 

On some older ICs, a soft-start pin may not be available. In this case, the same effect 
can be had by attaching an RC from the reference to the noninverting pin of the errm 
amplifier: this causes the voltage to which the converter is attempting to regulate to slowly 
increase. 

Sequencing 

Related to start-up is a requirement, occasionally seen, that certain voltage(s) be up and 
stabilized before others come up, or that one output always have a higher voltage than 
another. For example, if a +5V supply runs some TTL that controls some + 12V relays, 
the TTL may need to be operating before the relays are powered to ensure that the relays 
don’t go into unwanted states. 

Using a flyback converter can be a good choice to meet this requirement, because the 
output voltage on every winding is clamped by the other outputs. Therefore each output is 
proportional to its final output voltage: that is, if a +5V output is at 2 .5v  a + 12V output 
will be at 6V, etc. 

Use of a converter with an inductor doesn’t provide this scaling. Instead, output 
voltage depends on both the output capacitor and the load. Thus for this case, relative 
voltages for the various outputs during start-up can be controlled to some extent by how 
much capacitance is placed on the output: placing a large capacitance on the + 12V can 
ensure that it comes up last. 

Finally, if an output has to be completely up and stabilized before some other output 
is allowed up, there may be no choice but to use a switch such as a p-channel MOSFET. 
The MOSFET could be controlled by a comparator that detects that the first voltage is 
above minimum regulation. 

Rather less commonly, there may be a requirement for turnoff sequencing when the 
converter is turned off: again with the example of the relays, it may be required that the 
+ 12V be entirely removed before the TTL goes down. In this case, neither the flyback 
(since the converter is not delivering power, the windings don’t clamp each other) nor the 
amount of output capacitance (because of load current ranges) is really enough to 
guarantee sequencing; it is in practice mostly dependent on the loads. A switch seems 
to be the only way to perform this function. 

Feedback 

Chapter 6 on control theory discussed in great detail the design of a compensation network 
for the control loop, including selection of feedback resistors for the voltage being 
controlled. Frequently, though, the secondary voltage you’re trying to regulate must be 
galvanically isolated from the primary where the error amplifier is. That is, no DC 
connection is allowed between the two. In such a case, a method of transferring the DC 
information across the boundary is required before the resistor feedback can be imple- 
mented. 

There is no end of methods for accomplishing this isolated feedback. We mention a 
few that are popular ones: 
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1. Some people use an optocoupler, and perhaps attempt to linearize it with a 
second opt0 as feedback. (This approach has problems with optical gain affecting 
converter bandwidth if a single opt0 is used; it has problems if the two optos are 
not in the same package; and temperature and aging bring up additional 
problems.) 

2. Other designers do a voltage-to-frequency conversion, send the frequency- (or 
pulsewidth-) modulated signal across the barrier with an opt0 or a transformer or 
just a capacitor, and then convert frequency back to voltage. (This approach is 
quite parts intensive.) 

3. Still others use an instrumentation amplifier. (This is OK until you get a request 
for a 5OOVDC hi-pot test!) 

The author’s favorite method is shown schematically in Figure 7.3. It provides true 
high voltage isolation, uses few parts, has wide constant bandwidth, and can be made 
almost insensitive to temperature variation. 

This method for isolating feedback works as a forward converter running from the 
(output) voltage to be measured. A BJT is switched by a secondary winding of the main 
power transformer. (If the freewheeling diode is not present, as in a flyback, the BJT is 
driven directly from the transformer, and it may be necessary to add a series base diode to 
prevent the BJT from emitter-base zenering during the on-time of the power FET.) When 
the BJT turns on, the output voltage is applied across the primary of a very small 
transformer. In a typical example, the voltage being sensed might be 5V. Then the 
transformer might be a step up of 5 : 1, so that the voltage applied on the Schottky on the 
secondary side of the small transformer, which is grounded on the primary side of the 
converter, is 25V. The Schottky and the capacitor then form a peak detector, and this 

I 

Feedback ’ 
circuit : 

Figure 7.3 

t Converter 
output 

. -  

Feedback 

Isolated feedback using a small forward converter, driven by the main 
transformer. 
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voltage is divided down to get to a level suitable for the error amplifier. Note that the two 
grounds are denoted by “S” (for secondary) and “P” (for primary). 

The inaccuracies of this method are due to the collector-emitter voltage of the BJT, 
which can be very low at low currents; the winding resistance of the transformer’s primary, 
which can be very small because the current is only a couple milliamps; and the forward 
drop of the Schottky, which is only a few tenths of a volt out of 25V. It is straightforward to 
achieve 2% accuracy with this method, surpassing all the other methods substantially. The 
bandwidth can also be made quite high-it basically depends on the time constant set by 
the peak detecting capacitor and the resistor divider network. 

Current Limiting 

A frequent requirement of power supplies is that they be current-limited; that is, they must 
be self-limiting in some fashion with respect to the amount of output current they can 
source. Such a requirement can be a little more complex than it seems at first blush, 
because “shorts”, the generic term for output faults, can have differing impedances, 
ranging from levels that draw just slightly more current than they should to basically OR. A 
short that has negligible impedance is usually called a “hard” short, and all others are 
referred to as “sot?” shorts. 

Despite users’ frequent claims that the supply need be protected against hard shorts 
only, it is the author’s firm belief that supplies should be protected against sot? shorts as 
well. The goal here is not only to protect the user from experiencing currents that might 
damage the units, but also that the power supply should be able to protect itself from 
damage: not all shorts are OSZ. The usual method of accomplishing this is routinely 
implemented inside typical PWMs with a two-stage current limit. The output of a current 
sense resistor (or a current sense transformer) in series with the switch is fed into a current 
limit pin of the PWM (this pin is frequently the same pin used for current feedback for 
current mode control). If the voltage on this pin exceeds a certain level, the PWM shuts off 
the current pulse going to the switch and doesn’t restart it until the next cycle: this is called 
pulse-by-pulse current limiting. If the voltage on the current limit pin goes higher, and 
reaches a second level, the PWM terminates the pulse and re-soft-starts. This latter method 
is commonly called hiccough mode, burp mode, or various other names. 

There is a major problem with relying on these methods if there is more than one 
output of the converter. The current limit sense on the primary has to be set up to prevent 
current limit from being reached under normal power (i.e., with all the power from every 
winding at maximum load summed up together). But now suppose that only one output 
gets a short. Then, if the other windings are at minimum power, almost the entire power 
rating of the converter has to go through that one output before current limit trips. The 
usual result of this situation is either a blown rectifier diode on that one output or an 
opened wire on the transformer (or inductor if the topology has one). In any case, the 
converter has failed to protect itself. 

There doesn’t seem to be a cheap solution hence. Assuming that you don’t want to 
put current-limited postregulators on every output, the best that can be done is to sense 
each output current individually (with a sense resistor between the return of the output and 
secondary ground, so you don’t need common mode rejection), let each one go into its own 
open collector comparator, and OR them all together. The ORed signal can then be used to 
control the current limit or shutdown pin of the PWM (if the converter is nonisolated), or it 
can control this pin through an optoisolator. 
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Switching Frequency 

The switching frequency of a converter is defined as the number of times the convertor 
goes through the same set of states each second. Thus, for example, a flyback converter 
has a switching frequency of 200kHz if the switching transistor turns on and then turns off 
again 200,000 times per second. 

It is necessary to be slightly wary when selecting the timing components for an IC to 
run at a certain switching frequency. Some ICs run an oscillator at one frequency and then 
use the first pulse of the oscillator to drive one output and a second pulse to drive a second 
output, or as a blanking signal to prevent duty cycles greater than 50%; the net result is that 
the actual converter frequency is half the oscillator frequency. Thus an IC that claims to be 
able to run at lMHz may actually run a converter at only 5OOkHz. 

There is also a practical limitation on maximum switching frequency. The problem is 
not with the controller ICs, some of which currently can run at 2MHz; the problem is with 
the gate charge of the MOSFETs. Gate current is proportional to frequency, so that as 
frequency goes up, so do losses in driving the gate; and of course, switching losses are also 
dependent on frequency. In very recent times, manufacturers of MOSFETs have started to 
come out with devices that have substantially reduced gate charge. For very high switching 
frequencies, this sort of MOSFET is a must. 

Synchronization 

A final topic of control circuitry is synchronization. It is sometimes required that the power 
supply switching frequency be synchronized with a master clock in a digital system, often 
with the idea that the noise spikes will have less effect on the digital parts’ noise margin if 
the spikes occur at the exact time that the parts are undergoing state transitions. (The 
concept may well be flawed, since it ignores propagation delays inside the power supply.) 

Anyway, data sheets never seem to explain what is required to synchronize a PWM, 
they just show an example. To rectify this oversight, here’s a brief description. PWMs work 
by comparing the output of the error amplifier (approximately a constant compared with 
the switching frequency) with a ramp. As shown in Figure 7.4, they turn on a switch at a 
regular interval, and terminate the pulse when the ramp and the error amp output are equal. 
The next pulse then starts (a short time after) when the ramp reaches a certain level, 
internally set by the PWM. The idea of synchronization is to force the ramp to terminate 
prematurely by injecting a signal on top of it (Figure 7.5). The little pulse added “puts it 
over the top,” and the next pulse begins sooner than it would have otherwise. 

Figure 7.4 The gate drive turns on at a regular 
interval, and shuts off when the ramp is equal to 
the error amplifier’s output. 

Figure 7.5 Synchronization occurs by adding a 
pulse to the ramp, starting the next cycle. 
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From this description, it is clear what needs to be done to synchronize a converter: 
( I )  the free-running frequency of the PWM has to be lower than the synchronization 
frequency; (2) a short pulse, having the following characteristics, has to be added to the 
ramp: amplitude great enough to trip the PWM’s comparator, and falling edge correspond- 
ing to the new period of the PWM. The pulse has to be short because the PWM is forced 
off while the pulse is present (i.e., the pulse acts like dead time). 

Thus, a pulse can be generated by a TTL device, for example, and capacitively 
coupled into the timing capacitor (see Figure 7.6). The resistors R ,  and R2 form a divider 
that can be used to scale the pulse. R ,  should be a low value (some tens of ohms maxi- 
mum) to avoid disturbing the ramp, which will be integrated by the RC formed by R, and 
the timing cap. Additionally, the end of the synch circuit coming from the TTL signal should 
have a relatively high impedance to ground. One method of doing this is shown in Figure 7.6. 
This requirement exists because the coupling capacitor is quite large and is in parallel with 
the timing cap, and so would affect the free-running frequency, were it to be grounded. 

1. PWM 
timing cap 

Rl 

Figure 7.6 How to synchronize a PWM. * 
Let’s mention one more little fact about synchronization. From our description of 

how synchronization works, it is clear that the peak-to-peak amplitude of the ramp is 
reduced by this process of premature termination. As we know from Chapter 6 on loop 
stability, the ramp amplitude is one of the factors directly determining the gain of the loop; 
by synchronizing a converter, therefore, you directly influence its bandwidth and phase 
margin. You should always set limits to the range of allowable frequencies for the 
synchronization, and check the power supply’s loop at the maximum frequency 
(=minimum ramp amplitude) as well as when it is free-running. 

Practical Note A practical limit is to not let the synch frequency exceed 1.5 times the 
free-running frequency of the converter, if it can be avoided. 

MONITORING CIRCUITRY 

How to Monitor Voltage 

One of the most frequent monitoring requirements is to produce a signal indicating when 
the output voltage(s) are valid. This means at least that the voltage is above a minimum 
value, and usually it must be below a maximum value as well. Both monitoring 
requirements can of course be met with a single comparator with hysteresis. Choosing 
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the component values that accomplish the monitoring can be quite laborious, however; the 
author has found the use of a numerical or symbolic algebra computer program to be quite 
a time-saver in this regard. One just writes down the Kirchhoff equations and lets the 
computer find the values. (Assuming that a solution exists-it is possible to select a 
reference voltage for the comparison that forces some resistors to be less than On!) 
Generally, the reference voltage needs to be between the minimum and maximum trip 
points. 

Voltage References 

There is a need for a certain degree of caution when accepting a spec that calls for voltage 
regulation tighter than f 5%. Typical references on PWMs have several percent tolerance, 
and then the 5941 may include monitoring tolerance, which means that a lot of your 
tolerance is eaten up by using 1% resistors-and since you probably can’t get the exact 
resistor value you want, you always have to round off, adding another 0.5% or so. Finally, 
requesting bctter than 5% in an isolated feedback is really pushing it, because there are 
additional errors in crossing the isolation barrier. As indicated above, even quite good 
schemes have something like I% error. If a spec calls for much better than 5% output 
regulation with isolation, it’s best to plan on a postregulator on the secondary side. 

As an example of what can be expected from a PWM reference, consider the 
UC3825, whose “features” section proudly announces a “trimmed bandgap reference 
(5. I V f  1%).” The first thing to notice is that the 1% is for industrial and military grade 
parts otily (the UC2825 and UC 1825); the commercial part is 2%. This 2%, however, is at 
nominal conditions only; over line, load, and temperature, the commercial part is 3% (and 
the others 2%). Additionally, there is long-term drift: after 1000 hours, the parts may have 
changed an additional 0.5%. Thus, a typical off-the-shelf PWM claiming 1% reference 
voltage really gives 3.5%! 

Furthermore, if you need a divider to bring the monitored voltage down to the 
reference voltage, there is an additional 1% error in the output voltage (assuming 1% 
resistors), and now you’re up to 4.5%. 

Of course, there are things that can be done to shave this percentage a bit. The most 
obvious (and the least costly) is to go to 0.1% resistors-2 cents a piece is all they cost. 
Then, you could eliminate line and load variations to the chip; but it’s still going to be 
more than 2%. If you start checking through available zeners and other 2- and 3-pin 
devices, the story is much the same. The bottom line is, if a spec calls for much better than 
5% tolerance on the regulated output (never mind the tertiaries), you’re going to end up 
with a moderately expensive IC for a reference. (The REF01 is an excellent choice.) 
Perhaps a good plan is to carefdly inquire why the user thinks such a tight tolerance is 
necessary. Is it just for the sake of a safety margin? 

How to Monitor a Negative Supply Without a Negative Rail 

Sometimes you’ll have a negative output voltage in a nonisolated converter, and it sure 
would be nice not to have to stick in a transformer to monitor that rail. But since you are 
running all the control circuitry from + 12V and ground, you can’t just feed the negative 
supply into an IC somewhere. The solution, once seen, is obvious: the negative supply can 
be inverted (and divided, if necessary) by using the virtual ground of an op amp. It is clear 
from the circuit shown in Figure 7.7 that essentially any negative voltage can be monitored 
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this way, even hundreds of volts below ground. There is only one caution: to keep the 
negative voltage from being applied directly to the IC pin, the power to the opamp should 
be present before the negative voltage is applied. If this condition can’t be guaranteed, the 
IC can still be protected from damage by ensuring that the resistor from the inverting pin to 
the negative voltage is large enough to ensure that the current is limited to, say, 1mA or so. 
Then the diode (which needs to be a Schottky) will prevent the IC from seeing voltages 
more than 0.3V below its negative rail. 

Figure 7.7 Monitoring a negative rail with a single supply: use a virtually grounded op amp. Also shown is a 
protection diode. 

Why You Should Always Use Hysteresis on Comparators 

A little hysteresis costs only one resistor, so don’t think about saving 2 cents by dropping 
this component. Since a comparator has only finite gain, there will be a small range of 
voltages in which the comparator will try to operate in some sort of linear mode. The result 
is that the comparator may oscillate, slewing back and forth against its rails at its slew rate. 
This may be OK if it’s driving a one-shot latch, but most of the time such oscillation gives 
oscillating failure signals, great for swamping a microcontroller’s interrupt line. Worse yet 
(and the author has seen this), if the comparator is driving some sort of shutdown, you may 
have a closed loop system that sits at precisely the point where the comparator is 
oscillating and the system is just on the verge of shutdown, but doesn’t quite get there. 
Surely one resistor isn’t worth all this? 

Although it is obvious post facto, occasionally people don’t realize that hysteresis 
can be used on a comparator regardless of whether it is inverting or noninverting. Just for 
reference, then, if the signal you want to monitor goes into the noninverting terminal of a 
comparator, do it as illustrated in Figure 7.8. On the other hand, if the signal goes into the 
inverting terminal, use the circuit arrangement shown in Figure 7.9. 

Figure 7.8 Comparator hysteresis when the signal Figure 7.9 Comparator hysteresis when the signal 
is applied to the noninverting input. is applied 1.) the inverting input. 
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The important thing to remember is that the hysteresis always goes back to the 
noninverting terminal, regardless of where the signal is. It should be noted in Figure 7.9 
that some amount of current will be fed back from the output of the comparator to the 
reference voltage, so the reference needs to be stiff enough to prevent feedback from 
affecting its value. 

Resistors and Shunts 

Using a resistor to measure current is obvious, but a little thought shows that the resistor 
value has to be pretty small to avoid excessive power loss at moderate currents. 
Additionally, since resistors have inductance, if the current being measured has an AC 
component, the voltage across the resistor may be dominated by the AC current times the 
impedance of the inductance, rather than by the DC current times the resistance. (Don’t 
even think of using a wirewound for such an application, unless it is noninductively 
wound.) 

As discussed in the chapter on components, a shunt is a current-measuring resistor 
typically consisting of a wide, thin strip of manganin. Typical values range from 50mV at 
5A (=lOmR) to 50mV at 500A (=lOOpR) and less. The next section discusses how these 
small voltages can be measured. Here, it is to be observed that even shunts have some 
inductance. It might be tempting to try to compensate out the inductance, thus obtaining a 
high frequency, high current sensor, by paralleling the shunt with a capacitor, but only until 
you realize the size of the putative cap. Suppose the smallest one, a SA shunt, has 20nH of 
inductance. Then the shunt’s time constant is LIR = 20nH/10mQ = 2ps. To compensate 
this requires C = t/R = 2ps/lOmR = 200pF! A more practical method is shown in the 
next section. 

Differential Amplifiers 

To sense output current on the high side, a resistor (or shunt) is placed in series with the 
line (see Figure 7. IO). This requires a somewhat difficult measurement to be made: that is, 
a small voltage difference has to be sensed on top of a large common mode voltage. For 
this purpose, a differential amplifier is used. (“Instrumentation amplifier” is another name 
for the same thing.) 

It is certainly easier to measure current on the return side of a line rather than on the 
high side, because all you need is an op amp amplifier. Sometimes, though, a return side 
measurement is undesirable (see Figure 7.1 1): for example, there can be problems with 

Figure 7.10 Measuring current on the high 
side requires a differential amplifier to eliminate 
the common mode signal. 
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c 
Figure 7.11 Monitoring current on the low - - side is not recommended. 

having your load at some 50-100m VDC above “real” ground, and potentially (pun 
intended) much higher than that at AC. Furthermore, having a load at one ground and a 
power system at a different ground can have adverse effects on EM1 control. So for various 
reasons, it may be necessary to monitor current on the high side. 

Practical Note Always do the current sensing in the power line, not the return line; 
don’t use a ground elevated from the other grounds. 

The simplest differential amplifier can be built with a single op amp as illustrated in 
Figure 7.12. In detail, this works as follows. Suppose a gain of 10, as in Figure 7.12. The 
more positive input gets divided by 1 O /  1 1, which is the resistor divider value. Then the op 
amp works to force the inverting input to also be (lO/ll)V+, where V+ is the positive 
input voltage and V -  is the negative input voltage. The current through the 1 kR to the 
inverting pin is thus 

v- - (10/11)V+ 
I kR 

I =  

This same current flows through the IOkR, so that it has a voltage drop of 

v =  l O ( V - - , V + )  I O  

The output voltage is then the voltage at the inverting pin minus this, or 

v,,, = - v+ - 10 v- - - v+ = lOV+ - 1ov- 
lo 1 1  ( ;; ) 

Positive input +yrp vout, 

Negative v- * 
input l k  t 

Figure 7.12 A single op amp differential amplifier. 
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Negative t 

input l k  

which is to say, the voltage common to both inputs has been rejected, and only the 
difference between the two (with a gain of I O )  is at the output. 

As always, component tolerances produce limitations on this result. The tolerance of 
the resistors used is the dominant contributor to the error. Any error in the matching of the 
two ratios causes some portion of the common mode voltage to feed through to the output 

Practical Note A good estimate of the rejection of the differential amplifier is that the 
common mode voltage is rejected by the tolerance of the resistors. For example, if 
there is 5V of common mode, and the resistors are 1%, there will be approximately 
50 mV of output even when there is no difference between the two inputs. 

This in turn leads to a limitation on the signal size; assuming that 0.1 YO resistors are 
the best that can be obtained at a reasonable cost, the ratio of common mode to signal 
should be less than 1000 : 1. 

You also want to think very carefully before placing capacitive filters on the dividers 
to clean up noisy signals. Any imbalance in the capacitors will show up as reduced 
common mode rejection of AC. Even if you don’t add capacitors, there will still be 
imbalances in stray capacitances, and unless your resistances are small, these strays can 
cause lack of adequate common mode rejection at moderately high frequencies. 

There are also differential amplifier arrangements with two and three op amps (as 
well as IC versions). They are used in some applications because of their essentially 
infinite input impedance, which doesn’t load the signal source. (The single op amp 
differential amplifier shown in Figure 7.12 loads it with 1 IkR.) For monitoring current, 
this is irrelevant, as the output line presumably has very low impedance anyway, and a 
single op amp amplifier is usually all that is required. 

Compensating Shunt Inductance 

Using a differential amplifier, it is possible to compensate out the inductance of a shunt 
with reasonable value capacitors, as illustrated in Figure 7.13. Using the same example as 
above, to get a 2ps time constant, a capacitor is required C = t / R  =2ps/IkQ = 2nF. 
Conceptually, what is happening is that the unwanted sudden rise in voltage across the 
shunt due to its inductance is integrated away by the RC filter, without affecting the DC 
response. 

Figure 7.13 Compensating the inductance of a shunt. 
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Fail Should Be Low 

Here’s a practical tip that’s obvious after reading-but surprisingly common to see 
violated. It is frequently required that a signal be provided indicating a problem with 
the converter in the event of failure. (Of course, this assumes that somehow whatever is 
monitoring this signal has a way of remaining powered-xheck that this assumption is 
warranted before acquiescing in a “converter fail” requirement!) Since the converter has 
failed, there is no guarantee that a signal can be pulled up to indicate failure, so: 

Practical Note Fail signals should always be low. 

If sink capability is needed, a PNP with a base pull-down resistor provides a nice 
passive low signal; it has to be actively driven to be high. 

Driving That Red LED 

In multicard cages, there may be a requirement that a red LED be illuminated to indicate 
converter failure. This entails the same dilemma posed by a “converter fail” requirement: 
How can an LED be powered when the converter has failed? (This almost, but not quite, 
ranks up there with a requirement the author once saw that a signal be sent when the 
converter was about to fail!) 

The solution diagrammed in Figure 7.14 may be acceptable. As long as the converter 
is active, the current to the LED is shunted away from the red LED by the BJT, so the red 
LED is off; and the other BJT pulls current through the green LED, and so the green LED 
is on. If the converter fails, the red LED turns on and the green LED turns off. If main 
input power fails, both the red LED and the green LED are off. Thus, the status of both the 
converter and the input power can be ascertained visually. This is probably the best that can 
be done to alert operators in the event of failure. 

Figure 7.14 Driving signaling LEDs so that 
both converter failure and power input failure 
can be ascertained visually. 
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due to increased gate charge losses may be greater than the savings due to the decreased 
conduction loss. To overcome this limitation, certain modem PWM ICs actually reduce 
their switching frequency when a light load is detected. Others go into “pulse fiequency 
modulation” (PFM) in which the transistor is turned on only when the voltage has drooped 
to a certain level. Yet others turn off synchronous rectification at low power, running only 
on the paralleled Schottky. 

A final tactic that may yield efficiency improvement in low power converters is 
reducing IC current: some ICs take as much as 30mA of current to run, and at low power 
this can be a substantial hit on efficiency. In the second example, the loss due to IC current 
was one-fourth of the total losses! 

THERMAL MANAGEMENT 

Thermal management is an important part of many converter designs, and not only for the 
obvious reason that things bum up if they get too hot. The effect of temperature on 
component life, and thus power supply life, is explored immediately below. Besides, in 
consumer applications it may be undesirable to have a supply that is so hot that consumers 
can bum their fingers by touching it! Even if thermal management per se isn’t necessary, 
your efficiency calculations have depended on knowing the temperature of the various 
components, and so being able to calculate temperatures is important to assuring that the 
desired efficiency is indeed achieved. 

Component Life versus Temperature 

The life expectancy of every component in a power supply depends on its temperature: if 
the temperature rises, the life expectancy decreases. This relationship directly affects the 
field failure rate of your converter, especially if any of the components are being run close 
to their maximum rated temperature. 

Practical Note As a rule of thumb, the life of a component approximately doubles for 
each 20°C drop in temperature. Thus, a capacitor rated at 2000 hours at 105°C will 
have a life of approximately 

2000h x 2(105”c-25”c)/20”c = 32,000h sz 4 years 

at 25°C. 

The most obvious example of this temperature dependence of operational life, and 
the most consistently and damagingly overlooked in power supply design, is the case of 
aluminum electrolytic capacitors. As mentioned in Chapter 3, and as the example in the 
Practical Note suggests, aluminums have very low life expectancy at their rated 
temperature, which rating is often 105°C or even 85°C-remember that 2000 hours is 
less than 3 months. 
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Practical Note For most power supply applications that call for aluminum electro- 
lytics, you will be using 105°C parts; in most cases these parts should be rated 2000 
hours or better yet 5000 hours. Give some serious thought to using tantalums instead! 

As a mitigating factor, you should realize that supplies won't be operated 24 hours a 
day at their maximum temperature. If you can estimate the percentages of time spent at 
different temperatures, you will get a far more favorable estimate of the capacitor's life. 

How does an aluminum electrolytic manifest that it has reached its end of life? The 
author ran a power supply using aluminums at high temperature for a year. Over that year, 
the ESR of the capacitors increased, at first slowly, and then rapidly. At the end of the year, 
the ESR was so high that the output ripple voltage of the supply was wildly beyond spec. 
Thus, running a capacitor beyond its rated life can be expected to result in a power supply 
failing spec, and possibly damaging the components it's supposed to be powering. 

Another area of potential concern is the temperature rating of ICs. There are three 
temperature grades of ICs: commercial, which is rated from 0°C to 70°C; industrial, rated 
from -40°C to 85°C; and military, rated from -55°C to 125°C. Now of course the 
manufacturers of the parts don't make different dice for the differing temperature grades; 
the difference is in the packaging (plastic for commercial and industrial, ceramic for 
military) and the temperature over which the components are tested, that is, over which 
their operation is guaranteed. So operating a commercial part at 90°C probably won't 
cause any operational problem. Your worst-case analysis will be problematic, however, the 
MTBF will be bad (as indicated above), and if the part does fail, the manufacturer will be 
justified in claiming no responsibility. 

A final topic deserving a mention is the temperature of MOSFETs. In the calculation 
of efficiency done earlier in this chapter, it was assumed that the MOSFET reached a stable 
operating temperature of 60"C, and the losses were calculated based on this temperature. 
However, it should be noted that the RDs,on of a MOSFET depends on its temperature, so 
that losses are temperature dependent, and of course temperature depends on losses. Thus 
a MOSFET can produce enough heat to make its temperature rise, which causes the 
resistance to rise, which causes losses to rise, which soon causes the device to exceed its 
rated temperature. The end result of such thermal runaway, of course, is failure. 

Given all this, it is certainly highly desirable to use parts that are rated for the 
temperature they're going to see. On the other hand, there is a price differential between the 
temperature grades-moderate for a change from commercial to industrial temperatures, 
but extremely steep for industrial to military. Thus, holding down the overall temperature 
in the converter is imperative, not only for maintaining converter life, but also if cost is at 
all important. 

Modules 

Talking about component temperatures, we once again come to converter modules. The 
same reasons that drive manufacturers to quote unrealistic efficiencies result in the giving 
out of unrealistic estimates of the amount of output power the modules can produce. The 
limiting factor in output power is the amount of heat generated inside the module: the two 
are of course proportional. The problem is that if you just solder a module to a PC board 
and try to draw the rated power out, the module will burn up. Closer inspection of the 
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module’s data sheet reveals that the rated power is available only if there is attached to the 
module, a heat sink that is larger than the module! So the nice low profile power supply 
has suddenly doubled in height, or else you must buy a module that is (apparently) very 
overrated for the application, and therefore much more expensive. 

MIL-HDBK-217 

After all these dire warnings about the effects of temperature on converter life, how about a 
method for calculating MTBF, to see whether your design is going to meet its specified 
life? One standard way is to use MIL-HDBK-217 [3]. The U.S. military maintains an 
ongoing program on the failure rates of many common components, and the information 
gleaned is put into a usefbl form in this handbook, which is updated periodically (thus the 
F in MIL-HDBK-217F indicates the publication’s sixth revision). We’ll first do a quick 
sample calculation, and then discuss some of the possible concerns associated with using 
217. 

MIL-HDBK-217: Example 

To give a simple example of the usage of MIL-HDBK-2 17, let’s suppose that we are trying 
to establish the MTBF of a system of three paralleled aluminum electrolytic capacitors. 
The table of contents of 217F [3] shows two sections covering aluminums; one covers 
“non-established reliability” parts (i.e., commercial parts), and so we use this [3, pp. 10-24 

Examination of Figure 8.7 reveals that 1, (in failures per million hours), of an 
aluminum electrolytic capacitor is the product of four factors. The first factor, Ab, is the 
base failure rate, and it depends on the temperature rating of the capacitor. Let’s suppose 
that this is 105”C, so we use the table for (T= 105°C Max Rated) in Figure 8.7. 
Suppose the average temperature the capacitor is going to see during its life is 60°C. 
(Again, it is important to use average temperature, not maximum.) Our reference, 217F, 
also needs the “stress” on the capacitor, which it defines as the ratio of operating to rated 
voltage: suppose that the capacitor is rated at 5V, and we are applying in steady state 3 . W  
so the stress S = 0.7. (Again, be sure to use avemge voltage, not maximum.) We then find 
that = 0.14. 

The next factor is ncv, the capacitance factor. Let’s suppose each capacitor to be 
1000pF. Now, 1000pF isn’t listed in the table, so we can use the formula instead: 

to 10-251. 

~v = 0.34Co.l8 = 0.34(1000)0~” = 1.18 1.2 

Since all the factors in the table for ncv are rounded off to two significant digits, the 
implication is that this is the accuracy of the formula. 

The third factor, KQ, is easy: this is a commercial capacitor, and so it is the lowest 
possible quality factor, I O .  

Finally, the fourth factor, nB, is for the environment. All commercial supplies operate 
in “ground, benign” conditions, and so nE = G, = 1.0. 

We now find that the failure rate for a single capacitor under these conditions is 

1, = IbnCvnqn, = 0.14 x 1.2 x I O  x 1.0 = 1.68 
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Figure 8.7 MIL-HDBK-2 17F reliability data for aluminum electrolytics 

failures per million hours (or 1680 FITs: one FIT = one failure per billion hours). As such 
things go, this i s  pretty high, showing that aluminums are poor components; many 
components will have only some tens of FITs. The predicted MTRF for this capacitor is 
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In our example, we have three of these capacitors in parallel. The total failure rate is 
the sum of the failure rates for each component (in a simple model) and so the total failure 
rate is 5040 FITS, for an MTBF of 200,000 hours. 

What (besides using some other style of capacitor) can be done to improve this 
MTBF? The biggest factor in this case is voltage rating. In agreement with the rule of 
thumb given above, dropping the temperature from 60°C to 40°C reduces & by a factor of 
2, from 0.14 to 0.069. As a practical matter, however, it is much easier to go to a higher 
voltage capacitor: using a 1OV cap reduces the stress from 0.7 to 0.35, reducing & from 
0.14 to 0.05 1, almost a factor of 3! 

MIL-HDBK-217: Discussion 

You should be aware of a potential problem in the use of MIL-HDBK-217. Since the 
handbook is designed for use on designs of military equipment, commercial parts are not 
always covered in the depth you could wish-practically, you sometimes have to guess 
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which of the possible choices most closely matches the part you are actually using, as in 
the example above. 

You sometimes hear people argue that the MTBFs derived from 217 are too 
pessimistic. These people sometimes cite a Bellcore reliability manual as giving far 
longer lifetimes. The author’s experience is that 2 17 gives quite realistic estimates. Just be 
careful to verify that when a converter is advertised with an MTBF of such-and-such, the 
manufacturer used 2 17, not something else (such as imagination), and that the calculation 
was done using actual stresses, not the “parts count” method, which is based on a count of 
the number of components of a certain type that are likely to be used in a design. Parts 
count is supposed to be for preliminary estimates of reliability only, not for calculating 
MTBF of a finished design. 

In line with the cautions elsewhere in this book, you might also want to be carehl 
about the use of programs that calculate MTBF from 217 for you. This type of software 
can certainly save some drudgery, but how certain are you that the programmers typed in 
all the formulas correctly? Before using this software routinely, you would be well advised 
to check one calculation by hand for each type of component. 

Temperature Calculation 

After all this discussion of temperature, it’s time to calculate the temperature of an actual 
component. Given a component’s power dissipation and its thermal interfaces, this task is 
straightforward. It turns out there is an exact analogy between thermal and electrical 
characteristics, as shown in Table 8.3. (Mechanical engineers use many other units, also; 
the best plan for electrical engineers is to avoid confusion by converting these other units 
to the units shown here.) This analogy directly implies that if you have two thermal 
interfaces in series, their thermal resistances add. 

EXAMPLE 

The IRF620 used in the efficiency calculation in Example Calculation 1 was dissipating 450mW at 
60°C. From its data sheet (Figure 8.2), we see that it has a thermal resistance from junction to case 
(i.e., from the actual die to the outside of the TO-220 package) of OJc = 2SoC/W, and a thermal 
resistance from the case to sink (i.e., from the TO-220 package, through thermal compound, to a heat 
sink) of O.S”C/W. Let’s suppose the heat sink has a further thermal resistance of about 40”C/W to 
the point where the temperature is held fixed at 45°C. The electrical analogy is a current source of 
magnitude 450mA, attached through three series resistors, of resistance 2.5, 0.5, and 40R, 
respectively, to a voltage source of 45V Clearly, the top of the resistor stack is 
45V +450mA(2.5R + 0.5R + 40Q) = 64V, or 64°C. In this example, the die is only a degree 
hotter than the case, but it does not always work out this way. 

TABLE 8.3 Correspondence Between Thermal and Electrical Characteristics 

Thermal Units Corresponds to Electrical Units 

Temperature ‘3 C Voltage volts 
Heat source watts Current amps 
Thermal resistance “C/Wan Resistance ohms 
Thermal capacitance joules/”C Capacitance farads 
Thermal time constant seconds RC time constant seconds 
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The analogy between thermal characteristics and electrical circuits also extends to 
thermal capacitance. although it is more usual to find the thermal time constant specified, 
or just a graph of thermal impedance as a function of time to be shown. 

EXAMPLE 

Let's suppose that the IRF620 was dissipating IOW. Clearly, the die temperature would rise so far that 
the device would fail, because 45V + IOA(2.5n + 0.50 + 40R) = 475V or 475"C! However, 
suppose instead that the 1OW were dissipated for only loops, after which the power dissipation 
returned to 450mW. The curve for thermal response (Figure 8.2) indicates that a loops single pulse 
has a thermal impedance that is one-tenth its steady-state response; we'll suppose that the rest of the 
system has the same equivalent thermal time constant. Thus, at the end of this time, the temperature 
has risen to 64V + [IOA(2.50 + 0.50 + 400)O. I ]  = 107V or 107"C, which is entirely tolerable for 
the device. We can also find the thermal capacitance from this information, if we need to: since the 
thermal resistance is 2.5"C/W, the thermal capacitance must be C = t/R = 
lOop~/(2.5~C/W) = 4OpJ/"C. 

It is for exactly this same reason, namely thermal capacitance, that the pulse power in a 
wirewound resistor can be much higher than its steady-state power dissipation, as discussed in 
Chapter 3. 

Heat Sinks, etc. 

The traditional method for getting extra heat out of a device (besides convection; radiation 
is usually negligible) is a heat sink (Le., conduction). The heat sink provides a path in 
addition to convection for the heat, analogous to providing a second resistor in parallel 
with the first: since this reduces the total resistance, the temperature rise is similarly 
reduced. 

The cheapest type of heat sink is just a piece of metal, frequently anodized, attached 
to the device being heat-sunk by a clip or screw selected from the huge variety of shapes 
and sizes available. (Screws are thermally better than clips, because clips have considerable 
variation in the amount of pressure they provide; but of course screw attachment requires 
an additional component and additional labor.) Because the device being heat-sunk and/or 
the heat sink may not be perfectly flat, it is common to apply thermal compound (grease) to 
the back of the device before attaching it to the heat sink. This fills in the voids, lowering 
the total thermal resistance. However, thermal compound is quite a mess, getting all over 
everything, and so its use in production lines tends to be frowned on. 

I I 
Practical Note If you turn too hard on the screw attaching the component to the heat. 
sink, the metal may actually bow (form a shape like an arch), which leaves an air gap 
between the device and the heat sink, defeating the heat sinks purpose. Component 
packages usually specify the maximum torque to be applied, and special screwdrivers 
are available with calibrated torque, to stop turning the screw when the specified 
torque is reached. 

The metallic heat sink may need to be electrically isolated from the circuit, since the 
heat sink may be connected to ground for example, to the enclosure. The isolation can be 
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accomplished by placing an insulator between the component and the heat sink. The most 
common insulator is a rubbery material called Silpad. Another possibility is the use of 
mica or beryllium oxide; the latter is often avoided, though, because of concerns about 
exposure to toxic beryllium dust if the heat sink were to become powdered. (As long as 
you don’t grind the BeO, it will be just fine.) 

Heat sinks can work well for applications such as a TO-220 package. However, there 
doesn’t seem to be a good way to attach a heat sink to a surface mount component. This is 
a particular concern when one is using surface mount MOSFETs: the dominant form of 
heat transfer for these transistors is through their leads, which can seriously limit the 
usefulness of the devices in higher power converters. The situation can be somewhat 
improved by running a large trace underneath the body of the package; unfortunately, 
manufacturers often neglect to specify the thermal resistance from the die to the body of 
the package. 

If the heat problem in a converter cannot be fixed by means of a heat sink, there are 
more complex possibilities, such as a fan or a heat pipe. Not only are such solutions 
expensive, however, their effects are often difficult to calculate as well. For example, 
knowing a fan’s airflow doesn’t necessarily tell you much about the amount of cooling a 
given component will see, because the airflow to that component probably will be partly 
blocked by other components. Generally, such possibilities should be left to a mechanical 
engineer who has specialized knowledge in this area. 

FEA 

A final comment can be made about computer programs for evaluating thermal perfor- 
mance of a converter. There are specialized programs for doing this, using FEA, finite 
element analysis. Essentially, such software (conceptually) breaks up the converter into 
small pieces and lets them all interact simultaneously to determine the temperature 
distribution in the supply, much as an electrical simulation would deal with a network 
of resistors. FEA programs can even do this on a dynamic basis, using thermal 
capacitances. 

In fact, such a program could also be written using the electrical analogy to thermal 
properties to map the model into a SPICE model (or using SABER’S mixed-mode 
capabilities directly). It might be interesting to investigate the computational (and 
economic) efficiency of such a routine versus the rather expensive thermal programs 
typically used. 
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Practical EM1 Control 

AN OVERVIEW 

One of the nightmares of a power supply engineer is being assigned to design a supply to a 
specification that calls out some EM1 limits. This is because a common timeline in such 
case is: 

Go ahead and design a supply to meet all the other specs. 
After the design has been breadboarded, measure the noise and find that it’s way 
outside limits. 
Throw some inductors and caps in the front end of it, and find this doesn’t help. 
Seek advice from other engineers, whose suggestions also don’t pan out. 
Hire a consultant, who tells you to totally re-layout the board and the mechanical 
design that has already been through CAD. 

Sound familiar? But whereas some books offer only generalities; this chapter gives some 
practical advice that will make compliance really easier. 

The first step in the field of EM1 is to straighten out some terminology. EM1 
(electromagnetic interference) refers to electrical noise from one device or system that 
causes malknction in another device or system; but this term is now used generically to 
refer to noise regardless of whether it causes problems. The exact meaning of “noise” is 
discussed below. Other terms of related or overlapping significance are EMC (electro- 
magnetic compatibility), which describes conditions under which two or more systems can 
work simultaneously in the presence of each other’s noise; susceptibility, which is a 
measure of how much noise is required to upset a given system; and EMV (electro- 
magnetic vulnerability), which is a new term that means the same as susceptibility. 

There is no end of books about EMI, and it wouldn’t be reasonable to try to cover the 
whole subject in one chapter. Instead, we’re going to concentrate on EM1 as it is generated 
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by power supplies, and more particularly, on the practical aspects: where it comes from, 
how to measure it, and how to fix it-r, better, avoid it. Two topics we won’t touch on 
except in passing are electromagnetic susceptibility (since the power supply is often the 
major source of system noise) and the response and protection of supplies to transients 
(since the same actions that are taken to prevent power supply noise from contaminating 
the environment to some extent protect the supply from damage by the environment). 
Where transients are larger, transient protection may well end up being a separate box from 
the power supply. While this chapter makes no claim to being comprehensive, if you 
follow the practical rules laid out here, you’ll be far along on the road to meeting even the 
most stringent EM1 requirements. Noise control need not be a black art! 

Radiated and Conducted 

Perhaps the most hndamental distinction in types of EM1 is that between conducted and 
radiated noise: respectively, noise that is carried by conductors and noise that does not rely 
on conductors. Note that “radiated” noise is something of a misnomer. Measurements are 
usually taken at one or a few meters’ distance from the supply, and at the lower frequencies 
this is actually near-field signal, meaning that you are measuring components of the field 
that do not propagate energy to infinity (propagating energy to infinity being the definition 
of radiation). 

Not a lot can be done about radiated noise, and in fact you can do nothing at all 
about it once it’s outside the system. So your goals are first to avoid generating it, and then 
to ensure that any unavoidable noise doesn’t get outside. You avoid generating radiated 
noise by means of the same types of strategy we’ll discuss in detail below to prevent the 
generation of excess conducted noise: attaching switching devices to grounded conductors, 
pairing cables that leave the box with their returns, and so on. The two tasks are related 
because radiated noise has to be radiated from an antenna (read: cables coming into or 
going out of the supply); so if there’s no signal along the antenna (no conducted noise), 
there won’t be any radiation either. 

What to Do About Radiated Noise 

What to do about radiated noise once you have it is an interesting problem. The very first 
thing to look for, both because it’s the most common problem and because it’s cheapest to 
fix, is whether each wire that comes out of the box (both power and signal) is matched with 
its return. “Matched” here means that the wire and its return are physically close together 
both as they exit the box and as they are routed to their destination or source out of the 
EM1 chamber. Matching is important because the signal level (noise, in this case) is 
directly dependent on the loop area formed by the signal wires; putting them close 
together, or better, twisting them together, minimizes this area and thus the noise. What 
you absolutely don’t want is a single signal wire that routes out to an instrument 
somewhere. Rather, give the wire its own ground return, even if the line has no high 
frequency signal on it or carries only DC: noise can be picked up on this wire while it’s still 
in the box, and then you have a beautiful antenna. 

The next cheapest thing to look at for fixing radiated noise is to see whether the box 
is adequately sealed. The supply should certainly have - some type of metallic container 
around the box, if only to have a place to attach ground. No, plastic has no effect 
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whatsoever (and won’t serve as a ground, either). Remember that frequency (in hertz) and 
wavelength (in meters) are related by the speed of light: 

300,000,000 
f 

E. = 

and considering quarter-wavelength antennas, it’s clear that a Icm hole will allow signals 
of frequency greater than about 600MHz free passage, and will probably allow some 
signal out at a tenth of that. The lcm hole doesn’t have to be round for this to be true, 
however; a Icm slit (see Figure 9.1) can radiate pretty much the same frequencies as a Icm 
diameter hole. The only holes in the box ought to be those where lines are entering or 
exiting. 

I 

+1cm+ 
Figure 9.1 A Icm slit will allow passage of ’ 
signals as low as 60MHz. 

Once you have achieved control of the radiation from the system by enclosing it in 
an EMI-tight box, the only source of radiation will be the signal and power lines entering 
and exiting the box. Since you’re going to be controlling the conducted noise on the power 
lines anyway, this design feature will control their radiation of noise. This leaves only the 
signal lines. You may want to consider putting filter pins on the signal lines, starting with 
those that carry high speed signals, such as digital clocks. But even static lines may 
potentially cause a radiation problem because of pickup onto them inside the box: that is, 
as the static lines go through the box toward their exit (or entry) point, various devices 
irradiate them, so that they carry noise; then once they exit the box, they are antennas, and 
radiate the noise to the outside world. So in many cases, it is advisable to simply save the 
hassle by getting a complete filter pin connector. 

What Kind of Box Material? 

From a practical standpoint, as long as the enclosure around the supply is metal, it doesn’t 
matter too much what the material is; because of cost, then, it will almost certainly be 
aluminum. When people get into trouble with EMI, sometimes they try something like a 
mu metal enclosure. Mu metal shields low frequency magnetic fields; the material is very 
expensive and difficult to shape mechanically. Although this approach can be made to 
work (for best results, the enclosure should be sandwiched between layers of grounded 
aluminum), it shouldn’t be necessary if you pay attention to the signal and power lines. 

Practical Note Get the conducted noise under control first, as this will solve 80% of 
your radiated noise problem. Pay attention to signal lines. If a consultant recommends 
mu metal, don’t even think about it; get a new consultant. 

Common Mode versus Normal Mode 

Concentrating from now on on conducted noise, there are two basic types, common mode 
and normal mode (also called differential mode). It’s easy to explain the difference: 
Normal mode (see Figure 9.2) is noise that flows in on one power line and returns on the 
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other (neutral), whereas common mode (see Figure 9.3) is noise that flows on both the 
power lines simultaneously and returns on the ground line. 

+Vi, 

+Yn 

Rtn 

Figure 9.2 Normal mode noise flows Figure 9.3 Common mode noise 
inononepower lineand returnson the flows in on both power lines and 
other. returns on ground. 

Return versus Ground 

“But I thought return and ground were the same thing-the black wire going back to my 
power supply.” 

Even for your lab supply, return and ground aren’t the same. Every good lab supply 
will have a third terminal which is the ground. The supply will have its output isolated 
from the AC line, as in Figure 9.4, and ground will be attached to the metallic box in which 
the supply is housed. You may then strap the ground and return together at the posts. This 
isn’t necessary, though, and it’s not always desirable. 

-’ Figure 9.4 A lab supply should have its return 
separate from ground. 

In an AC system, ground and return are the same only at DC: the national wiring 
code requires that they be attached together where power enters the building, which can be 
a long way away from your system. When this is the case, ground and return are effectively 
isolated from each other at AC frequencies of concern for EMI. Thus it makes sense to talk 
about common mode noise as flowing back fiom the power and neutral to ground. Let’s be 
explicit again: 

Normal mode current is current flowing from + V to - V in Figure 9.4; it is what is 
normally thought of as delivering power. 
Common mode current flows simultaneously through both + V and - V and returns 
on chassis ground; it does not normally deliver power. 
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Military versus Commercial Measurements 

The final major distinction to address before getting down to practice is what EM1 tests 
you’re trying to meet, which is to say, what kinds of measurements you’re required to 
make. 

The goal of all measurements of EM1 is to ensure that the noise generated by the 
supply doesn’t cause malfunction in anybody else’s equipment (radio, garage door, 
helicopter navigation system). But military and commercial regulations have ended up 
with measurement techniques, and thus noise specifications, that are diametrically 
opposite, and this to some extent influences the corrective actions open to you if you 
are a noise generator. 

To start with military measurements, the controlling document, MIL-STD-46 I ,  
requires that the power and return lines be (AC) coupled together with a very high quality 
(meaning low ESR) lOkF capacitor for the measurement. You then measure the current 
flowing in each line, and the limits are set by the amount ofcurrent allowed at each frequency. 

In a completely opposite way, commercial measurements [domestic (FCC), 
European (VDE), and others] require that the power and return lines be independently 
isolated from the power source with a 500 impedance that is more or less constant with 
frequency. (The impedance box is called a line impedance stabilization network, or LISN.) 
You then measure the voltage on each line, and the limits are set by the amount of voltage 
allowed at each frequency. 

Even though these standards seem completely different, with military requirements 
measuring current and commercial requirements measuring voltage, they are related, as 
they must be: the current the military will measure flows through the impedance of the 
commercial system to generate the voltage the commercial system will measure. However, 
the techniques used for meeting these requirements will also, in a certain sense, be mirror 
images, as explained below. 

HOW CAN I SEPARATE CM FROM NM? 

No doubt you noticed that neither the commercial nor the military measurements said 
anything about measuring the ground wire. This is  because it is assumed that currents in 
the ground are of no practical concern to any system. But since you measure only one line 
at a time, the common mode and normal mode noise get mixed together: referring to 
Figures 9.2 and 9.3 and considering the power line for a moment, you can see that a 
measurement of the noise on this line includes both common mode, which is returning via 
ground, and normal mode, which is returning via the return. It is this “partial measure- 
ment” that is responsible for EMI’s annoying habit of disappearing at one frequency but 
then re-appearing at another. Adding a normal mode filter to reduce normal mode noise 
can seemingly increase common mode noise, and vice versa. (A technician once told the 
author that EM1 resembles a balloon-when you push down in one place it pops up in 
another.) Of course, in reality common mode and normal mode are independent, and to 
meet specifications, you must be able to control them both. 

What’s needed, then, is a way to separately measure common mode and normal 
mode, so that adequate filtering can be done for each, independently. This is fortunately 
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very easy, especially in a military measurement. To measure common mode current as in 
Figure 9.5, you want to measure the current that is flowing simultaneously (in phase) 
through both wires. Thus all you need do is place the current probe around both wires with 
no twist. To measure normal mode current, you want to measure the current flowing in the 
power wire that is flowing out of phase with that flowing in the return, as in Figure 9.6. 
Thus you put a foldback in the return wire and measure the current while it's pointing in 
the same direction as the power. [The broken line in Figure 9.6 signifies that that part of the 
return line isn't inside the current probe.] 

Figure 9.6 Measuring the normal mode 
current is done with a loop in the wire to 
eliminate the common mode component. 

Figure 9.5 Measuring the common 
mode current. 

When you're doing commercial measurements, there's no such convenient method, 
although recently Lee et al. [ I ]  proposed doing something equivalent with transformers 
that couple the wires together appropriately. But as indicated above, the current and the 
voltage are certainly related to each other, so you can use a method like the one shown for 
military limits. Measure the normal and common mode currents with a current probe, just 
as presented above. The ratio of common mode to normal mode currents will reflect the 
ratio of common mode tonormal mode voltage; so by measuring the noise voltages the 
commercial way, you will then be able to partition the noise between common and normal 
mode, and design filters appropriately. 

SIMPLISTIC EXAMPLE 

The current for the common mode is measured to be 300pA at 100kHz, and the current for the 
normal mode is 3mA at the Same frequency. This ratio of normal to common mode is 10 : 1. The total 
noise voltage is measured on the power line at 1OOkHz to be lOldBpV = 110,OOOpV = 1lOmV. 
Presumably, then, IOOmVof this comes from normal mode noise, and lOmV from common mode, 
because 100mV/1OmV = IO : 1, and IOOmV + lOmV = 1 IOmV, the total. 

WHERE DOES THE NOISE COME FROM? 

The first step in controlling noise emissions is to understand where the noise comes from: 
that is, what generates it and how it gets to the lines being measured. Given knowledge of 
the origins of the noise, the first and best control technique will be arranging the circuitry 
to prevent noise from escaping to the measurement lines at all; filtering the noise that does 
get there is decidedly second best. 
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Switching Waveforms 

The major source of conducted (and radiated) noise from a switching power supply is, not 
surprisingly, the switching. This is not surprising because the switching involves the 
highest power in the circuit (and thus highest currents) and highest dV/dt,  and also has the 
highest frequency components in the supply: for example, a MOSFET being switched 
from on to off in 5Ons has a fundamental at something like 1/50ns = 20MHz, and also 
odd harmonics (at 60MHz, 100MHz, etc.). A diode has similar types of spectrum because 
we want it to turn on and off as fast as possible also, and for the same reason: fast 
switching minimizes power loss. 

And in fact, one need only trace through the power path of a converter to see which 
elements are likely to be serious noise offenders: the switching transistors and the 
rectifying diodes (or synchronous rectifiers). If there is an inductance on the secondary, 
the high frequency, high power components of the spectrum won’t conduct through it 
(though it will still radiate), so everything after the diodes is less noisy. Moreover, if the 
power transformer is designed well, its core material will form a partial shield and so it 
won’t generate too much noise either. 

Capacitive Cou pl i ng 

Having identified the major noise sources (see Figure 9.7), let’s think about what can be 
done to reduce their generation of noise. We said that the high speed switching is desirable 
because it keeps down losses, and we don’t want to do anything that might hurt the 
converter’s efficiency. 

The realization that the noise mechanism is the high speed switching of power 
perhaps brings to mind the idea of resonant conversion, since the switching in such a 
supply is by definition done at low power. (The current or voltage across either the FET or 
diode or both is zero when the switching occurs.) The possibility may seem tempting, but 
overall the disadvantages of resonant converters outlined in Chapter 2 outweigh the noise 
reduction benefit gained. Many types of resonant converter also change switching 
frequency with line and load, causing changes in the noise spectrum. This can make it 
harder to filter these converters than it would have been if you had stuck to a fixed- 

Major noise 
sources 

Figure 9.7 Major noise sources in a switching power supply. 
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frequency, hard-switching converter. The practical aspect remains the same: avoid resonant 
converters. However, the same arguments show that the best of both worlds may be 
attainable by using a quasi-resonant converter, which retains zero switching, but with a 
fixed harmonic spectrum. 

Nonetheless, acceptable noise performance can be achieved even with very high 
speed hard switching by considering the mechanisms whereby the switching noise gets out 
to the world and its measurement lines. The most obvious is that the current is pulled from 
the input line by the converter at the switching frequency. Aside from choosing a topology 
that has continuous conduction rather than discontinuous (which decreases edge ampli- 
tudes), filtering is the only option, as discussed shortly. A less obvious, but still potentially 
very serious mechanism for noise conduction is capacitive coupling of the switching 
waveforms onto ground. The conduction paths are shown in Figure 9.8. 

IT..; + : :  '..> 
- 

Figure 9.8 Transistors and diodes can couple common mode noise through their body 
capacitance. 

Power switching devices are typically mounted to the case of the power supply for 
heat sinking; this case is grounded. Since there is a small distance (e.g., the thickness of 
the MOSFETs case) between the actual die and the case, and a large area, there is a 
significant capacitance between the two, which will conduct high frequency signals to 
ground. The signals then return through the power and return lines, which is to say it is 
common mode noise. 

Instead of filtering this signal, a better tactic is to reduce the coupling-that is, 
reduce the capacitance to ground. The area of this capacitance is fixed by package size, but 
the distance can be increased. The trick is to use a thermally conductive insulator between 
the case of the device and the power supply case, preferably one with a low dielectric 
constant. Typical choices are silicone-based plastics and bcryllium oxide. This reduction in 
capacitance can mean very substantial benefits in reduced common mode noise filtering. In 
addition, for isolated supplies, it can cut down on noise transmitted between secondary and 
primary through the two series capacitors, the path in question being diode to case, then 
case to FET. 
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CONCEPTS OF LAYOUT 

Having been discussing the origin of conducted noise on the power lines, let’s turn to 
another aspect of noise generation control, namely, the placement and routing of 
components and traces to prevent noise from upsetting the operation of the circuitry in 
the power supply. Such an upset can be a very serious problem; in the worst case, supplies 
won’t work at all because of noise. We’ll get to filtering shortly. 

Signal Ground versus Power Ground 

A signal ground is, by definition, a ground trace that carries low currents; a power ground 
is a trace that carries high currents. This isn’t exactly what you’d call a quantitative pair of 
definitions, but in practice the concepts usually are clear enough: the ground from the 
resistor that generates the timing signal from a PWM IC is a signal, the source of a power 
MOSFET is attached to power ground, and so on. 

Maintaining separate signal and power grounds is essential to good operation of a 
power supply at all stages of the design. It will save endless trouble in your breadboards, 
and will make the difference between a good PC board and one that requires endless 
troubleshooting with noise filtering of signals. The reason becomes clear from a 
consideration of Figure 9.9. 

Any trace (or wire, or even ground plane) has some resistance and inductance. 

Practlcal Note The resistance of a trace is approximately given by the formula: 

length R = 0.5mQ- 1 oz. copper width 

I at room temperature. Two-ounce copper is half this, etc. 

If a high cumnt passes through the trace, there is a voltage drop across it because of 
its resistance; if the current is high frequency, there is additional voltage due to the 
inductance. If this high current passes through the same trace that is being used to ground a 
signal component, the signal component doesn’t see the proper ground; rather, it is 

Figure 9.9 Power paths can upset signal Trace resistance 
grounds because of trace impedance. and inductance 
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elevated off ground by I R +  L(dI/dt). Potentially even worse, the high frequency 
component elevates the signal component’s ground periodically, and quite possibly even 
synchronously with the signal that the component is supposed to be processing! This is a 
prescription for disaster. The solution is to create separate grounds for signals and power 
and attach them together at a single point, preferably at a bypass capacitor at the power 
entry point (see Figure 9.10). This configuration is known as a star ground. 

Power 
components 

Signal 
components 

capacitor 

Figure 9.10 Power ground must be separate from signal ground; only at the power 
entryway can the two grounds be tied together. 

Practlcal Note Create these separate grounds on both breadboards and PC boards. 
Do it religiously! As a practical matter, anything above about 100mA can be 
considered to be power. It is re-emphasized that the two grounds are to be attached 
together only at a single point. Otherwise there can be ground loops, which defeat the 
whole purpose. 

Figure 9.1 1 is a picture of how - not to lay out physical traces (i.e., with multiple paths 
for the ground currents). 

Figure 9.11 DON’T lay out a PCB like this. 
Return currents have more than one way of 
returning to the point on the left. In this physical 
picture, bold lines are traces. Trace 
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==100nF7q4.7pF T+ driver Gate out 
Gnd 

If you feel the need for additional copper for the power ground, thicken the traces 
instead oftrying to run multiple traces all over the place. The correct way corresponding to 
our bad example is shown in Figure 9.12, where the bypass capacitors are located at the 
junction at the far left. 

4 
-w+ 

Figure 9.12 The right way to lay out a PCB: 
connect all the power returns together before 
attaching them to the main return trace. Return 
currents have only a single path to return to the 
point on the left. Trace 

In the (presently unusual) case in which there is substantial high speed digital 
circuitry on the power supply, it would certainly be worthwhile to consider a third, digital, 
ground system separate from analog signal and power ground, again attached to the others 
only at one point. 

Grounding a High Current Driver; Ground Islands 

A special case of needing a separate ground is nevertheless so common that it warrants 
mention here: the MOSFET gate driver. A gate driver works by pulling from its bypass 
caps current that it then delivers to the gate-source capacitance of a MOSFET. When the 
MOSFET is turned off, that gate capacitance is discharged, and the charge returned to 
ground. In the full cycle, there are two very fast pulses of high current (as high as 6A on 
some devices). The object of the layout is to ensure that these fast pulses are not seen by 
the rest of the board, which should only see the (much lower) average current. Figure 9.13 
shows a highly recommended layout for this type of device. You can think of this as 
creating a little “island” of ground just for this current path. The current from the FET’s 
gate is returned preferentially to the capacitors, preventing the high fast currents from 
flowing into the rest of the ground plane, which would cause upsets. Of course the drain 
current passes through to the source and then to the main ground trace. This arrangement 

Figurv 9.13 Creating a ground island for a 
gate driver ensures that gate currents won’t 
upset the ground. 
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is called an “island” because on a PC board these grounds are all large traces connected by 
a thin neck to the rest of the ground plane: (see Figure 9.14). 

Figure 9.14 How to lay OUI a ground island on a PCB ground plane 

What If the Device Has a Signal Input But No Signal Ground? 

Some of the best gate drivers have multiple pins for power ground (which is good) but 
neglect to have a separate pin for the ground of the signal that is driving the device (which 
is bad). In this case. it is still desirable to use both ground pins for the power ground, and 
let the signal take its chances with ground bounce (it usually has ‘TTL noise margin). As 
long as the connection to the rest of the ground plane isn’t too far away, this arrangement 
seems to work. If ground bounce becomes a real problem, you may have to select a 
different gate driver. (The qualifier “best” above is to be understood in the sense of gate 
drivers having the highest drive current.) 

Where to Put the Current Transformer 

As long as we’re talking about gate currents, it is usehi to point out that the high current 
also may affect the current transformer if positioned improperly. Based on the analogy with 
a current sense resistor, the natural place to put a current sense transformer is in the source 
of a MOSFET (see Figure 9.15). However, this means that the gate turn-on current (which, 
remember, can be as much as 6A) also passes through the current sense transformer. Even 
for high power converters, this can be a significant fraction of the switching current you are 
trying to measure; for lower power converters, it can be the largest component of the 
signal. As a result, either the signal is corrupted by this irrelevant current pulse from the 
gate or it has to be so heavily filtered that the signal you want to measure gets filtered out 
as well. Whether the signal is then used for current mode control, or just a pulse-by-pulse 
current limit, the result is bad. 

The way around this set of problems is to put the current sense transformer’s primary 
in the drain of the FET, where it sees only the MOSFET’s drain-source current, not the 
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Current sense 
transformer 

Figure 9.15 It seem natural to pul a current 
sense transformer in the source of the power i-ifl - - MOSFET. 

gate--source current associated with the gate capacitance (see Figure 9.16). This design has 
no deleterious effects, either on the current signal (since it is after all transformer-isolated), 
or on the operation of the converter (since the primary inductance, which is usually single 
turn, is negligible). The current sense transformer could even go between thc main 
transformer primary and the power bus, as long as it comes after the main input cap. 

Current sense 
transformer 

Figure 9.16 To avoid measuring gate current, 
place a current sense transformer in the 
MOSFET's drain. 

Feedback Lines 

While we're on the subject of positioning components, a few practical tips on feedback 
layout are in order. The two usual feedbacks are those for voltage and current, and the 
practical tips here apply to both. 

When you build a breadboard, there are usually components cvery which way, and a 
mess of wires all over, quite possibly mixing power and signal lines. And while the 
converter has been compensated to have 45" of phase margin, if the noise pickup is too 
great onto either the current feedback or the voltage feedback, there may still be, if not 
instability, at least considerable duty cycle jitter. 
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Practical Note When one is building a breadboard, it can be helpful to use a twisted 
pair of wires for the feedback lines, to reduce the noise pickup onto these critical lines. 
Shielding the twisted pair is rarely necessary, but if shielding is required, ground the 
shield on the signal end only; leave the power end floating. (The power end for a 
voltage feedback line refers to the output voltage node. For a current feedback line, it 
refers to the secondary of the current sense transformer.) It is also desirable to have 
any small-signal components close to the PWM rather than located at the output. 
For example, if there is a voltage divider for feeding back the output voltage, locate 
these resistors close to the PWM, not the output, and run the twisted pair from the 
output voltage; don’t try to put the divider close to the output, and then use the twisted 
pair. 

I 

The reason for the injunction with respect to voltage divider placement is that a low 
impedance source, such as the converter output, is more noise resistant than a high 
impedance source such as a l O k R  resistor. 

When you go to a PC board, of course you can’t use twisted pair anymore, but you 
can still try to run the trace containing the feedback signal in parallel (i.e., on top or 
bottom) with a ground trace, or even better, with a ground trace both on top and on bottom 
(in a multilayer PCB). 

One more trick works for both breadboards and PCBs. Try terminating the twisted 
pair or trace for a voltage sense line with a IOOnF capacitor. Yes, from a schematic 
viewpoint the capacitor is just in parallel with the output caps already present. From a 
noise viewpoint though, those output caps don’t help: they’re in the wrong place. A cap 
right at the termination filters noise very nicely, on the other hand, and obviously has no 
effect on the loop. 

Further Layout Tips 

All the foregoing layout tips have been variations on the same theme: power and signal 
must be kept separate! In line with this restriction, a few additional specifics may be in 
order. When laying out the power stage of a converter, it is important to keep all the power 
components physically as close together as possible. Not only is this good for efficiency 
(by reducing trace resistance), it also minimizes loop area for radiating noise onto signal 
lines. 

This rule is of the greatest importance in designing the conection between the gate 
driver and the MOSFET gate. Specifically, make the connection as short as possible. It is 
probably worthwhile to orient the IC so that its output pin faces the transistor’s gate pin. 
And DO NOT connect the two together through any vias-this shortcut risks contamina- 
tion of other planes! 

LOW FREQUENCY FILTERING 

The Basics 

Now we’re ready to find out what to do with the noise that’s still there after you’ve done 
your best with layout and the physical aspect of design. The subject of filtering divides 
itself rather naturally into two parts, low frequency filtering and high frequency filtering. 
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Low frequency filtering is what can be done with discrete, lumped components, such as 
discrete capacitors and inductors; high frequency filtering is everything else, and into 
which we lump filter beads, feedthrough caps, etc. 

Filtering consists basically of presenting a high impedance to the signal in the path 
you want to keep free of noise, and a low impedance on the path you do want the noise to 
travel. 

Normal Mode Filters 

Low frequency filtering comes in two parts, normal mode filtering and common mode 
filtering. Following the discussion above, normal mode filtering tries to reduce noise on the 
power line that returns on the return line. Remember that this means noise on the power 
line that exits the box and returns on the return line. So the tactic for filtering is to shunt the 
noise on the power line to the return line before it leaves the box, thus ensuring that it will 
return without having been measured. This amounts to putting an inductance in line with 
the power line, to block it from getting out, and at the same time providing a capacitor 
from the power to the return line to provide a low impedance path for the noise to go 
through instead. 

Commercial versus Military 

Now although the preceding discussion on commercial versus military filtering indicated 
that the two conventions are closely related, their difference shows up here, when a low 
frequency normal mode filter has to be designed. The question is whether (looking fiom 
the power supply out toward the power source) to design a filter that first has a capacitor 
and then an inductor, or one that has first an inductor and then a capacitor. The commercial 
measurement has a (relatively) high impedance source (50R) and measures voltage; thus 
we can use this source as a block for the noise, and it is advantageous to use first an 
inductor and then a cap, as illustrated in Figure 9.17. 

In some situations, the noise may be so low that the inductor is unnecessary; the 
capacitor forms a voltage divider with the 50R that is small enough to divert away most of 
the noise. Remember, though, that for this circuit to work, the ESR of the capacitor is 
critical. Either a multilayer ceramic or a metallized plastic capacitor might be tried for this 
application. 

LlSNs ....--.....-. 
+ :  * 

50 
Power supply :-I- 

Figure 9.17 A commercial supply should be - : * 
filtered with a two-pole filter’s capacitor facing 
the LISNs. . - - . - - - . . - - - a  

50 
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For a military measurement, conversely, the source is a low impedance source 
(IOpF) and measures current; we thus need to block current from getting to this low 
impedance, and the filter should be first a cap and then an inductor (see Figure 9.18). 

In this case (unlike the commercial case) the capacitor is doubtless already there in 
the form of a large electrolytic. With this bulk cap, however, it is advisable to parallel a 
ceramic 1 pF or 1 OOnF cap (or both-a 1 pF capacitor loses its effectiveness around 1 MHz, 
whereas a IOOnF device continues working up to about 1OMHz). This measure is advised 
to counter the effects of the poor high frequency characteristics of the large cap. 

Figure 9.18 A military supply should be 
filtered with the two pole filter’s inductor facing 
the source cap. 

1OpF 1 power supply 

Selecting the Values 

Selecting the values for the L and C is relatively straightforward. You already know from 
measurement the unfiltered spectrum, and we know that the two-pole filter we are 
designing is going to roll off the noise at 40dB/decade. So here is the procedure for 
deciding the position for the filter to start rolling off. 

Practical Note Find the lowest frequency component that is out of spec (preferably 
of the normal mode measurement, rather than the specification measurement that 
combines normal and common mode, as discussed above). Suppose, for example, 
that it is out of spec by 2OdB = 10 at 100kHz. The filter that would bring this into spec 
would start at a freuqency of 100kHz lm = 30kHz (square root because it’s two 
poles). Now, on top of (a copy of) the noise measurement, draw a straight 1% 
starting at this frequency (30kHz here) and rolling off 40dB/decade. If none of the 
other peaks are above this line (and frequently they won’t be), you’re done: you need 
a filter with an LC resonant frequency of 30kHz. If one or more of the other peaks are 
above the line, repeat the whole calculation with the lowest frequency peak until you 
have a frequency that guarantees that all the noise peaks are below it. [It is interesting 
to observe that the noise specifications typically roll off at 30dB/decade, which is 
between one and two poles.] 

With the frequency for the LC filter determined, one more parameter still needs to be 
determined to calculate the magnitudes of the components. In a general sort of way, 
inductors are more expensive than capacitors, both in cost and in power loss (since they 
have series resistance). So the preference is to use more capacitance and less inductance. A 
practical recommendation is given in the section below entitled Optimal Filtering. 

Common Mode Filters 

Common mode filters are easier to design than the normal mode variety because the 
former have fewer available choices. A common mode filter consists of common mode 
capacitors (called “Y caps” in the commercial world; “X caps” are normal mode) and a 
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balun (the word comes from “balanced-unbalanced transformer”) or a common mode 
inductor: see Figure 9.19. The common mode caps shunt current on both lines to ground, 
and the balun (note the polarity dots) presents a balanced impedance-that is, the same 
impedance on both the power and return lines, which constitutes a high impedance path for 
common mode noise. (The Z shape shown on the balun is standard, as is the set of two 
dots, although you will generally see just one or the other.) 

Power supply 

Figure 9.19 A common mode filter consists of 
a balun and capacitors to ground. 

Selecting the Values 

The common mode case is quite the opposite of the normal mode case with respect to 
selecting components: here, the capacitors are more expensive than the inductor. The 
reason is twofold. First, the capacitors go to ground and must be rated to take a transient 
that may be 3kVor even 6kV, making them quite large. Furthermore, there are strict safety 
limits on the amount of current allowed to flow to ground, which limits the maximum size 
of common mode capacitance that can be used, typically to a few nanofarads. Thus, you 
select the maximum allowable capacitance and then use the same technique sketched 
above to determine where the LC needs to be; this procedure uniquely determines the 
balun’s inductance value. 

I 
Practical Note Don’t panic if you calculate that a large value is required for the 
common mode inductance. Baluns carry the same current in both windings, and so, 
ideally, see no net current. They can thus have a large number of turns without 
saturating the core. 

Furthermore, when calculating the inductance required, remember that the two 
capacitors are in parallel (doubling the net value) for purposes of common mode noise; and 
the individual windings of the balun are in series. Thus you have double the number of 
turns, which is four times the inductance. This gives you an extra factor of 8 noise 
suppression for free (see Figure 9.20). The capacitance in Figure 9.20 equals 9.4nF, and 
the inductance is 4mH, giving a cutoff fiequency of 26kHz! 

/ f 4.7nF 

Figure 9.20 The windings of the balun are in series 
and the capacitances are in parallel for the common 
mode noise. 1 mH 
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Caps and Inductors and Their Limits 

Capacitors have limitations in their frequency response, and this translates into limitations 
on their usehlness for EM1 filtering. Electrolytic capacitors have relatively large ESR, 
which means that above the RC frequency, they look resistive and no longer are a pole. For 
example, a 1 OOpF cap with 1 OOmO ESR becomes resistive at about l6kHz. It is thus of no 
use for EM1 control. 

In practice, ceramic or plastic capacitors are always used for EMI. Even these have 
their limitations, though, because of lead inductance. 

Practlcal Note 1 pF caps are good only up to about 1 MHz. Above this, use a 1 OOnF 
cap, which in turn is good only up to about 1 OMHz. It may thus actually make sense to 
have a lpF, a 100nF, and a lOnF all in parallel for noise suppression. 

I I 

Inductors have limitations too. (Their winding resistance, though bad for power 
consumption, is too small to be significant at noise frequencies.) The most important 
limitation is distributed capacitance, which may be thought of as occurring in parallel with 
the inductor. Above a certain frequency, the capacitance is lower impedance that the 
inductance, and so the inductor no longer blocks noise above this frequency in the way that 
might be naively expected. 

EXAMPLE 
Suppose that a 1mH inductor has a capacitance of lOOpF. Then its impedance will stop increasing 
above 500kHz. and will actually start decreasing. Of course, a smaller inductance also has a lower 
capacitance, and thus a higher frequency. 

It might thus make sense to have two inductors in series, rather than a single larger 
inductor, which would put the inductances in series (increasing inductance) and the 
capacitances in series (decreasing capacitance). Inductors are so expensive, however, that 
this is never done in practice. 

MOVs Have Capacitance 

Here’s a freebie! Many, if not most, designs will require an MOVon the power lines to deal 
with transients. An MOV has a small capacitance and so can be used as part of the filter. 
This is also a caution to those who put MOVs from power and return to ground: the MOVs 
capacitance adds to the leakage current, so the size of the Y caps must be suitably reduced. 

Two for the Price of One 

Now here’s a good idea. You can build both a normal mode inductor and a balun into a 
singlemagnetic device, saving the price and space of an extra device. This is done in a way 
that is straightforward to describe but requires care in design. You wind up a balun, using, 
let’s say, 47 turns on each side; then on the power line side, you add one extra turn. The 
device is still a balun, but now it also has a series inductance, equal in magnitude to 
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(4X2 - 4T2),4,, tar larger than a single turn on the same core. The catch is that now the core 
has to support a flux density, and you have to check to be sure that it won’t saturate at 
maximum current. 

You Can’t Get 100dB Attenuation! 

You’ve no doubt noticed that the discussion of low frequency filters only talked about two- 
pole filters, not higher order filters with more than one capacitor or inductor or both. There 
are reasons for this. First, such filters are much harder to design; indeed, there are people 
who make a career of designing them. Another reason, at least for commercial designs, is 
that a higher order filter requires another inductor, and this often means unaffordability. 

The most basic reason, though, is that except in special circumstances, such filters 
shouldn’t be necessary. Four-pole roll-off is pretty fast already, and if you require six poles, 
something is probably wrong. 

Practical Note If your calculations indicate a need for more than about 60-80dB of 
attenuation in the low frequency regime, you had better go back and work on your 
layout. Another possible way to reduce the filter requirements is to increase the 
switching frequency. 

Here’s another point along the same lines. We’ve already mentioned that components 
have imperfections which limit their performance. Additionally, layout on real boards 
entails leakage paths and cross talk between traces. The bottom line is the same as in the 
practical tip above: you can’t get lOOdB of attenuation. If you think you need it, try again. 

It’s possible to get somewhat more attenuation using a commercially available filter 
than building your own, primarily because the commercial device has paid very close 
attention to avoiding cross talk in the layout, and typically has enclosed the filter in a 
metallic box. Of course, you can achieve the same resiilts by building your own with the 
same techniques, and at far less cost. 

HIGH FREQUENCY FILTERING 

High fiequency filtering comes into play at frequencies where lumped components start 
having imperfections that make them poor filters. A “high” frequency might start at 
IOMHz. From this frequency up to maybe a couple of hundred megahertz, there are still 
components that can be added to help the spectrum; above this frequency, all you can do is 
seal the power supply enclosure better. 

Where Should I Use Beads? 

Ferrite beads have excellent high frequency characteristics, with impedance continuing to 
increase even above IOOMHz. Unfortunately, they are also very easy to saturate with just a 
little DC current-a parameter some manufacturers don’t even bother to specify. So for the 
most part, a bead is pretty useless for input noise filtering. 
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As a sidelight, you may see a design that uses a bead on the gate (or drain) of a 
MOSFET. On the gate, this is a really bad idea: the reduction in noise is caused by a 
reduction in the FET switching speed, which directly translates into power loss. On the 
drain, it is typically ineffective, again because it saturates at a low current. If the idea is to 
block current flow for a few tens of nanoseconds (such as in synchronous rectification) and 
then let it saturate so that it doesn’t add inductance to the power path, however, a bead on 
the drain may have a use. Even then, though. the power stored in the bead has to be 
dissipated or otherwise dealt with each cycle, just like leakage inductance in the main 
power transformer. 

Feedthroughs 

Feedthrough caps and filter pins are roughly the same, though pins are typically used for 
signals and feedthrough caps for power. They are very high quality capacitors, effective 
out to hundreds of megahertz, occasionally with tiny inductances that can take as much as 
IOA, depending on size. They begin providing filtering at about lOMHz, unless you get a 
large one, which may have some modest attenuation as low as 1 MHz. Note, though, that 
their attenuation is typically rated in a 50R system, which gives almost no clue to what it 
might do in a military measurement. 

In many cases you can get by without a great deal of feedthrough capacitance. This 
is because at the high frequencies at which the feedthroughs work, the power cable leading 
up to the power supply box has very significant impedance: about 1 pH, which at 1 OMHz is 
60Q for a meter of wire. Since all these numbers are quite dependent on details of physical 
layout, there are no rules for how to filter the high frequencies: you try a filter, and if it 
doesn’t work, you try a bigger one. Sorry. 

SOME OTHER TOPICS 

Noise Estimation 

The amount of noise a converter will generate can be estimated before the device is built. 
For example, a buck converter draws current in rectangular pulses. This pulse train can be 
decomposed into its spectral (frequency) components. Each such component can then be 
divided up between the input capacitors and the source impedance. The resultant currents 
in the source (for military; multiply by the impedance to get the voltages for commercial) 
can then be compared with the spec limits to design a filter as detailed above. 

EXAMPLE 
Suppose you have a buck converter with 5V input and 2.5V output, so that it conveniently has 50% 
duty cycle. Suppose the input current is conveniently 0.5A. Since the input is a square wave, the peak 
current is IA. We can easily look up in a math book [2] that a square wave has spectral components 
at odd multiples of the fundamental, with amplitude inversely proportional to the multiple. For our 
case, let’s suppose the switching frequency is IOOkHz, so we have 4/71 amps at IOOkHz, 4/3n at 
300kHz, 4/5n at 500kHz, etc. If we have an input cap of lOOOpF, the IOpF source-impedance cap for 
the military measurement will source about I /  100 of the current, that is, 4/100n amps at IOOkHz, 
4/300n at 300kHz, etc. For the higher frequencies. the rise and fall times of the current waveform 
dominate. Suppose that the rise and fall times are both 100ns. These will generate spectral 
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components at odd multiples of 1/100ns, (Le., IOMHz, 30MHz, etc.) and the resultant currents can 
be estimated if some knowledge is available about trace inductances. A filter can now be designed 
using these various estimates. 

The trouble with this procedure, despite its seeming utility, is that in practice it is 
common to add 20dB to the estimates to ensure that the filter produced will really work. 
This doesn’t seem like much until you remember we are talking about IO times the size of 
the inductor or the capacitor! The trouble is that even for the low frequency components, 
there are numerous “sneak paths” that add in to the actually measured current. The high 
frequency components have so many capacitively coupled paths (and radiated paths, too) 
that your estimate is likely to be wildly wrong. Estimating using a simulator has, of course, 
exactly the same problems. 

I I 
Practical Note Estimating noise is unlikely to get you to a reasonable filter design. 
The only thing that works is a measurement on real hardware. 

Optimal Filtering 

The question of how to select the L and C values of a low frequency filter was not fully 
answered above, in that the pole frequency was found in terms of the required attenuation 
but actual values were not determined. Subject to stability criteria, though (discussed in the 
next subsection), the best possible selection of component values can be based on 
optimizing the cost, or volume, or some other parameter of the filter. This is covered in 
an article by the author, which, as it is now hard to get, is reproduced here. 

OPTIMAL MILITARY EMI-FILTER DESIGN* 

Military power supplies must comply with conducted emi limits specified in MIL-STD- 
46 I .  This standard calls for measuring, across a wide band of frequencies, the noise current 
flowing into a lOpF capacitor. This is often done by installing a filter, measuring the 
current, installing another filter of similar design, remeasuring the current, installing still 
another filter and repeating the process until the emi limits are met. This method is not only 
inefficient, but can also result in a filter that is substantially larger, heavier, and more costly 
than it need be. By making suitable measurements of the noise source, however, it is 
possible to design a filter that works the first time and that occupies the minimum possible 
volume. 

A DC input power supply with a single ground (nonisolated secondary) typically has 
two main sources of conducted noise: the switching transistofls) and the output rectifiers. 
These two sources are, in turn, associated with two main frequencies: the basic switching 
frequency of the converter and the inverse of the transition times. The transition times for 
the switching transistors are the rise or fall times; for the diodes, the reverse recovery 

* This article appeared originally in Powertechnics Magazine (April 1989, pp. 47-48). 
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times. There is also some noise generated as the result of ringing in various parasitic circuit 
elements, but the contributions from these sources is minimal. 

A Thevenin source is characterized by its open-circuit voltage and short-circuit 
current, the two being divided to yield the Thevenin impedance. The Thevenin equivalent 
open-circuit voltage of the power supply [V,,(w)] is a hnction of frequency. It can be 
measured using a high impedance connected in series with either the high or low power 
line, as shown in Figure I .  A spectrum analyzer is used to measure the frequency spectrum 
of the voltage existing betwen the line and chassis ground. Note that the voltage 
measurement is referenced to the chassis and not the return line. This is because MIL- 
STD-461 requires that the IOpF capacitor in which the noise current is measured be 
referenced to the chassis, as shown in Figure 2. 

28 vdc 
ceramic 

I 
U /)r 

Figure I 
voltage. 

Measurement of open-circuit noise 

Figure 2 
current. 

Measurement of open-circuit noise 

The capacitor used to measure short-circuit noise current [lSc(w)] should exhibit a 
very low impedance at the noise frequencies of interest. A multilayer ceramic (MLC) 
capacitor is well suited to this application. This capacitor must be connected as close to the 
supply as possible, since even a few inches of wire presents significant inductive reactance 
at the frequencies being measured. With the capacitor in place, the short-circuit current can 
be measured with a spectrum analyzer using a current probe enveloping the wire lead to 
the capacitor. The Thevenin equivalent impedance at any frequency can then be calculated 
by dividing the equivalent open-circuit voltage by short-circuit current at the frequency of 
interest. 

With the noise source characterized, the filter can be modeled. As shown in Figure 3, 
the basis of the filter is a discrete two-pole LC ladder (C and U), the values of which are 
such that the filter provides the required attenuation in the minimum volume. Also present 
in the filter model are an additional capacitance and inductance (C1 and L )  representing a 
high frequency filter that attenuates noise in the spectrum at which the parasitic elements 
of the discrete filter give it poor performance. In addition, there is an inductance ( L 1 )  
representing the one-meter wire required by MIL-STD-461 to connect the power supply to 
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I z1 
I I Current 

Figure 3 Model of complete emi filter 

the 10pF capacitor (C2). This wire has an inductance of about 1pH. In parallel with the 
filter is an impedance (ZI) representing all other paths for the noise. 

Culculuting Atrenuation The calculation of how much current will be measured by 
the probe [(lO(w)] is straightforward. For example, if the shunt impedance is infinite and 
the IOpF MLC capacitor approximates a short circuit, the current will be: 

where o = 2nf 
a =o(L+Ll )  
b = Z o 2 ( L  + Ll)(C+ C1) 
c = d ( L  + LI)(C + C1)U 

A filter slug has already been chosen on the basis of current-carrying capability and 
high frequency rejection; thus L and C1 are approximately known. The inductance of the 
one-meter wire represented by L1 can be measured directly. The value of C2 is set by MIL- 
STD-461 to be IOpF. MIL-STD-461 also sets the maximum value of lo(w) that can be 
allowed to flow at each frequency within emi spectrum. This means that the value of I o ( o )  
is known at the switching frequency and its harmonics, the frequencies at which the 
greatest attenuation will be required. Similarly, V ( o )  and Z(w) are also known at these 
frequencies. Note that if ZI is not infinite, it can be measured. Consequently, the equation 
can be solved for U and C at these frequencies. 

Minimizing Volume Clearly, there will be one frequency at which the equations 
relating U and C represent the worst-case condition; that is, the condition at which 
maximum filtering is required to bring the value of lo(o) within the limit set by MIL-STD- 
461. Depending on the topology, this is typically the hndamental or one of the first 
harmonics. 

A second equation is required to determine the total volume of the filter. The 
inductors’ size roughly tracks the maximum energy that can be stored. Typically the 
inductor in a DC bus filter is wound on a molypermalloy-powder (MPP) toroid, which 
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permits high currents to be carried before the core saturates. Allowing inductance to fall by 
a maximum of 20%, the volume can be roughly estimated as: 

200 in.3 
Vol, M ~ 

H .  A’ 
where the current is the maximum current the inductor must carry and still provide 
filtering. 

Similarly, a ceramic capacitor’s size also roughly tracks the maximum energy that 
can stored. The volume of, for example, a 1 pF, 50V type CKR06 ceramic capacitor can be 
approximated as: 

3 in.3 
Vol, % - 

F . V2 (3) 

where the voltage is the maximum voltage the capacitor will have to withstand. These 
calculations are, however, fairly rough because of the discrete nature of the components; 
one cannot get an arbitrary-voltage capacitor, not an arbitrary-size core. Because of this, 
the component values yielded by the calculations must be rounded up to the values of the 
real-world components. 

The total volume occupied by the filter is essentially equal to the s u m  of the volumes 
of the capacitor C and the inductor U. Equation 1 provides a relationship between U and C 
and, as a result, total volume can be expressed in terms of just one variable. Thus, total 
volume can be determined by taking the derivative of the volume with respect to this 
variable and setting it equal to zero. This yields a quadratic equation that can be solved for 
the variable selected with the result then being used to solve equation I for the other 
variable. Once the optimal filter component values have been determined, the inductor can 
be designed using standard practices with the capacitor value rounded up to the nearest 
available standard value. 

A simulation of the filter is highly recommended to make sure there are no 
resonances at frequencies close to the switching frequency or its harmonics. This is 
important because the reactances involved have relatively high Qs, which can boost the 
noise at the resonance above the maximum allowable level. If resonances are close to 
critical frequencies, they can be shifted by increasing the value of the offending 
component(s). This not only moves the resonance to a spectral region of background 
noise where it does no harm, it also maintains the quality of the filter at other frequencies 
by increasing attentuation. 

Converter Stability versus EM1 Filtering 

In filter design there are limits (though usually not practical limits) to how large the 
inductor can be, and how small the capacitor. As follows from the discussion in Chapter 6, 
on stability, if the source impedance the converter sees is too high, the system may 
oscillate, and this is true whether the source is a filter or another converter. Middlebrook k 
criterion is the plan that the output impedance of the filter should be at least 20dB lower 
than the input impedance of the converter. Clearly this satisfies the rule of thumb given in 
Chapter 6 about stability; but it is not a necessary condition, only a sufficient one. The real 
criterion for system stability is the same as that given in Chapter 6: 

The phase margins of the system consisting of the filter 
and the converter must be positive. 
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Practical Worst-Case 
Analysis 

INTRODUCTION 

The Purpose of Worst-case Analysis 

If all you had to do was build a single supply that would operate on your lab bench for a 
couple of hours, you could get a system running and forget it. In reality, of course, your 
breadboard is a prototype for hundreds or thousands or even millions of supplies, every 
one of which ideally would operate over a range of temperatures and power sources and 
loads, would meet the specifications regardless of component tolerances, and would 
continue doing so for many years. The purpose of worst-case analysis (WCA) is to ensure 
that your design is robust-that is, even if all the varying conditions mentioned above 
occur in a single supply, the supply would operate within specifications over its lifetime. 

Given this statement of purpose, it is obvious that WCA is an essential step in 
design, and time and budget must be allocated for each design that is intended to reach 
production. Since this step is often ignored, it purpose must be explained to management, 
and it must be repeatedly stressed to management that WCA is essential for creating a 
reliable product. 

How Do You Do WCA? 

The general idea of WCA is to take each and every component of the design, find its worst 
possible value(s) for the function or functions it is intended to perform, and verify, either 
mathematically or through simulations, that the fimction is correctly performed even when 
all these worst-case values occur simultaneously. “Mathematically” here refers to some 
combination of analytical solutions and numerical approximation; “analytical” means real, 
old-fashioned algebra (calculus, differential equations, etc.); simulations are tests of 
operation using a computer model, but not Monte Carlo methods, for reasons explained 
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below. The preferred method is analytical because it proves what you are trying to show; 
numerical work is next in line, with simulation being the least desirable. The problem with 
simulations, as discussed below, is not that the computer might make a mistake (although 
this has been known to happen!), but rather that you are at the mercy of whoever wrote the 
simulation software, and whoever made the simulation models; if the model wasn’t tested 
the way you use it, there’s no way of telling whether its results are valid for your 
application, and typically the model is unavailable to the person doing the simulation. 

The author has developed a systematic method for doing WCA that reduces what is 
at first blush an overwhelming task into a manageable, if somewhat tedious set of 
procedures. Indeed, once you have done WCA a few times, you’ll notice that many of 
the circuits you analyze repeat themselves from design to design, and so the analyses done 
for the one supply apply to the next. Eventually you learn to design things in such a way 
that they will pass WCA. 

The first step is natural. Simply break up the circuit into function blocks: this block 
is a timer, this block is overcurrent shutdown, etc. Each block is then going to be the 
subject of its own WCA. Of course there will be some inputs from other blocks, but since 
you’re going to be doing a WCA on the other blocks also, you can assume that those other 
blocks meet the spec requirements. 

Having identified a block, the next step is to assemble a table indicating the 
maximum and minimum value of each (relevant) parameter of each component. Of 
course, you can’t know exactly which parameters are going to be needed up front, but with 
some experience you can make some good guesses. (See the example below for details on 
table entries.) Other parameters can be calculated and entered into the table as the work 
progresses. 

The first page of a WCA is an overall description of the function of the circuit block, 
stating the conditions of operation, listing each parameter that is to be analyzed, and 
providing a conclusion that the block works as it’s supposed to (the presumption being that 
the design is changed until it does work-WCA will make it clear which components need 
to be changed). The following pages constitute the analyses of each parameter, preferably 
organized as one analysis per document to make revision easy; then there is a page 
showing a stress analysis (see below); and the last page is the completed parameter table. 
This then constitutes a complete analysis of the function block, which can be assembled 
with other such analyses to form a book documenting the validity of the power supply 
design. 

When doing the analysis, don’t forget that some circuits may have their worst case 
during start-up rather than during steady-state operation. Many converter designs have 
been known to fail exclusively at start-up! 

The Purpose of Stress Analysis 

Just to be clear, a stress analysis is different from a worst-case analysis. The purpose of a 
WCA is to determine that the circuitry functions according to specification; the purpose of 
a stress analysis is to verify that none of the components is exceeding its ratings (or 
derating guidelines). 

Whether you use the manufacturer’s ratings for the stress analysis (after all, they 
have some margins built into their specs, too) or one of the common derating guidelines 
(the author typically uses military derating guidelines) is of course a matter of company 
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policy. It is something you have to know up front, however. Be sure to find out before 
getting started. You don’t want to do these analyses repeatedly if you can possibly avoid it! 

RMS versus Worst Case 

Some readers may have noticed a certain vagueness in the statement of exactly what a 
WCA is going to analyze. Does the statement that the correct functioning of the circuit 
must be established in the case that all the components and conditions are at their worst 
value mean that everything is “worst” simultaneously and on the same unit? The usual 
argument against this interpretation (which the author refers to as “worst-case”) is that it is 
impossibly rare for all the worst conditions and components to conspire in such a way as to 
all end up on a single supply. Given this presumption, it is argued, it i s  more reasonable to 
do an “RMS” analysis, in which the effect of each component going to its worst-case 
value is orthogonal to the effect of every other component. For example, if the effect of a 
worst-case value of R,  is to increase some condition’s value by IO%, and the effect of a 
worst-case value of R2 is also to increase the same condition’s value by IO%, the effect in 
RMS is only (1.102 + 1.102)”2 = 1.14 = 14% versus 1.10 x 1.10 = 1.21 = 21% in 
worst-case. 

Practical Note You spare yourself little effort by doing RMS instead of worst-case 
WCA. There is usually not much circuitry difference either. The practical approach is 
to use worst-case unless you’re sure that so few units will be built that statistics won’t 
be too important. So for everything except small runs of manufacturing (say 100 
pieces or less), it makes sense to go ahead and verify the circuitry with worst-case 
rather than RMS WCA. Of course, for small runs of critical designs (e.g., on a 
satellite), worst-case needs to be done instead of RMS. In any case, make sure your 
management understands the issue and has made a decision regarding the appro- 
priate goal before you get started. 

Mathematics versus Simulation 

Here is a tempting possibility: throw the whole circuit on the computer, and let it figure out 
the answer, instead of you hurting your head. You’ll see in the example below that the 
author never does this (with one exception, noted in the next paragraph). The reason is that 
a user just doesn’t know whether the authors of the simulation’s model were thorough 
enough to capture all the parameters of interest to the analysis at hand. Of course the 
device works like a comparator, but does it correctly model input bias current? Input offset 
voltage with temperature? Output saturation voltage with current and temperature and die 
lot variations? The author once found a simulation model, in an expensive simulation 
program, of an open collector comparator whose output would go to + 15V without a pull- 
up resistor! Your lack of knowledge about the model makes relying on a simulation a bad 
idea. 

There is a single exception to the foregoing proscription against use of a computer 
for WCA, however: determining phase margin of a converter is so complicated that you 
really don’t want to do it by hand (although it could be done with a symbolic mathematics 
program). Fortunately, all the important parameters (inductance and resistance of the 
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inductor, capacitance and ESR of the output cap, etc.) can be entered into the computer 
directly; you don’t have to rely on models. The only IC parameters of interest are the open 
loop gain of the error amp and the ramp amplitude of the PWM. So WCA of phase margin 
can be safely done by computer, simply varying each component individually to see 
whether it should be a maximum or minimum to get minimum phase margin, and then 
setting all the components to their respective minima or maxima simultaneously (at least 
for a minimum-phase system). 

Monte Carlo? Sensitivity Analysis? 

Monte Carlo analysis goes computer-based WCA one step worse: it not only relies on 
models of unknown validity, it also implicitly assumes something akin to RMS analysis. 
The trouble is in the great number of cases you need to simulate to get a certain level of 
confidence that a parameter is OK. 

EXAMPLE 

We need to be 99% certain that six parameters varying simultaneously won’t cause a problem in 
some circuitry. How many Monte Carlo analyses do we need? If you guessed something like 
26 = 64, you’re way off. Let’s assume that the probabilities are lumped at the two ends-that is, each 
parameter is either a minimum or a maximum (a bimodal distribution). There are thus a total of 
26 = 64 possible value sets (i.e., component 1 is low, 2 is high, etc., constitutes a single value set). 
Each time you do an analysis you get one of these 64, so your chances of hitting the worst one are 
1 in 64 each time. The chances of not getting it are clearly one minus this, 1 - (1/64). The chances 
of not hitting the worst one after N trials is [ I  - (I/64)IN, and this number has to equal 
1 - 99% = 0.01. We have 

(1 -A)”= 0.01 

which yields N = 292! And clearly this number gets larger very fast, as either the number of 
parameters grows or the certainty required grows. And since the end result is that even after 292 trials 
you’re still not certain (you can’t be sure that you got the worst case no matter how many trials you 
made), it just isn’t a good idea to do WCA with Monte Carlo analysis. 

As for sensitivity analysis, again you don’t know whether the computer has the right 
models. This mode of analysis may be usefd for knowing which parameters to concentrate 
most attention on, but ultimately, you still need to look at them all, because otherwise you 
won’t know what level of sensitivity is low enough to be ignored. It is also to be observed 
that sensitivity analysis is a linearization of the models around a particular operating 
point-if the operating point varies, the results of the sensitivity analysis do too. 

AN EXHAUSTING EXAMPLE 

The purpose of this section is to give a sample WCA of a common circuit block in full 
detail. This will then serve as a template for the reader to do his or her own analyses. Take 
the time to read this example through carefully; there are many helpful techniques to be 
gleaned from it. The author feels confident that after reading through this detailed 
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example, you will be in agreement with the title of this section, but you will be ready to 
analyze your own circuits. 

The Circuit 

The circuit block to be analyzed (see Figure 10.1) can be described fairly simply and is 
pretty common in practice. When a comparator that is sensing some function (let’s say the 
current from a low impedance resistor) detects that this current has gone too high, it turns 
on a BJT that discharges a cap; the cap is attached to the soft-start pin on a PWM IC, in 
this case a UC3825, and turns the IC off. 
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Figure 10.1 The circuit to be worst-case-analyzed is an overcurrent limit that shuts 
down the PWM. 

You may observe that the output of the comparator does not go directly into the base 
of the BJT; rather, it passes through a dropping diode, which then requires a base turnoff 
resistor for the BJT. This is a necessary addition that will become clear as the WCA is 
performed; it was added to the schematic based on prior experience so that in the example, 
we won’t have to go back, add it in, and re-analyze the system. 

Properties to Be Analyzed 

Having decided on the circuit function to be analyzed, we must consider what properties to 
analyze. Generically, we want to analyze the circuitry that responds to the input, that which 
generates the output, and any other circuits that interface between the two; some 
engineering judgment is necessary to select the important functions in a circuit. For this 
example: 

1. We’ll want to know the level at which the comparator trips on in response to an 
overcurrent, both minimum and maximum (but not where it comes back off, at 
least not for this example analysis). 

2. We’ll want to verify that the transistor is indeed normally off (if the output 
saturation voltage of the comparator is too high, the BJT might be always on). 

3. We’ll want to know how’long the BJTwill take to discharge the capacitor, turning 
off the PWM, given the transistor’s limited beta. 
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In a more complete analysis, we might also want to check the maximum collector current 
on the BJT, to verify that it isn't going to be overstressed when discharging the cap, since it 
has no limiting resistor and may have a high beta. 

We also need to know the conditions under which the circuit is going to operate: 
assume minimum temperature of -40°C and a maximum of +85"C. 

The next step is to develop a table listing the worst-case values of all the relevant 
parameters. In practice, you'd take a guess at the parameters needed, adding more items as 
the analysis progressed, or occasionally deleting some that proved to be unnecessary. Table 
I O .  1 displays the final product. 

Table Evaluation Techniques 

Let's examine Table 10.1 closely. The first thing to observe is the column headings. Of 
course there is a part type column to identify each component's nominal value. Next is a 
column for a reference designator; there might be more than one type of Ikn resistor (e.g., 
to accommodate different temperature coefficients). The next column defines the para- 
meters to be examined, such as the output saturation voltage of a comparator, the limit in 
which it's to be examined (minimum or maximum), and the conditions under which the 
limit is to be taken, such as the collector current at which the voltage is measured. Next 
come columns for the initial value (meaning nominal value at room temperature), initial 
tolerance (Le., manufacturing tolerance), and temperature coefficient. In some circum- 
stances, additional columns might be needed to display factors for age or radiation effects. 
Wedged in between are two columns labeled "Scale type" and "Scale factor." These are 
for additional factors that allow us to work around the limitations of data sheets. Thus if we 
need to know the output saturation voltage of the comparator at 2.5mA but the data sheet 
has a printed value only at 4mA and then a curve showing a scaling factor, we would go to 
the scale type column for an explanation of the scaling factor; we would put an evaluation 
in the scale factor column. Finally, there are columns for the two temperature extremes, 
since the results of the calculation are not symmetrically distributed around 25°C: -AT = 
(25°C) - (-40°C) = 65"C, while + AT = (85°C) - (25°C) = 60°C. 

The actual evaluation of some of the entries in Table 10.1 can require specialized 
techniques. To start with, observe that the entries are all done in worst-case: the minimum 
resistance is found by multiplying the 1% tolerance and the (5Oppm/"C x 65°C) = 
0.325% temperature coefficient, not adding them. Specifically, don 't take lOkR 
x 99% = 990022, and then 1OkR x 99.675% = 9967.522, with the total then assumed 
somehow to be a combination of these two. Rather, take IOkR x 99% = 990022, and then 
990022 x 99.675% = 9867.822 (rounded off here to 9868113). 

Observe also the way the temperature coefficients are handled. The resistor 
specification says only that the tempco of the resistor is f50ppm/"C, not whether it is 
positive or negative with temperature. Thus we must assume that the tempco is going to 
conspire to be either positive for minimum resistance at temperatures below ambient @e., 
as it gets colder the resistance decreases further, making the minimum smaller) or negative 
at temperatures above ambient (Le., as it gets hotter, the resistance also decreases further, 
again making the minimum smaller), and oppositely for maximum resistance. Of course, 
chances are this coefficient is either positive or negative, not both; but lacking additional 
information, you have to assume the worst. Generally, an analysis will simply take the 
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worst value for each component, blithely ignoring whether the worst case occurs at cold 
temperatures for some components and at high temperature for others. Such inconsisten- 
cies usually turn out to be unimportant. In the rare case of an analysis that shows the circuit 
right on the borderline between meeting its requirements and not meeting them, one option 
is to do 5 worst-case analyses: one in which all values are taken at cold, and another 
taking all values at hot. 

Dealing with scale factors is another interesting problem. Generally, the data sheet 
contains a curve of a parameter for typical data, not maximum (nor minimum). The proper 
method is to use the scale factor for the typical data applied to the worst-case data. For 
example, it will turn out that we will need to know the maximum output saturation voltage 
of the LM139 when it is drawing a current of 2.5mA. The data sheet gives a guaranteed 
maximum output saturation voltage at a current of 4mA of 400mV, so we need to scale the 
data to the lower current. A data sheet curve shows that the typical output voltage changes 
by a factor of 0.62 in going from 4mA to 2.5mA, and so the worst-case number is also 
scaled by the same factor. That is, the worst-case is 400mV x 0.62 = 248mV (for this 
factor). Making this table de novo, you might originally have simply used 4mA for the 
worst-case current. As the calculation progressed, you'd find through an iteration that the 
current is actually 2.5mA, and the table then could be adjusted as indicated. 

It frequently happens that you are using a device with a temperature range wider than 
the one your device actually sees. Thus, the LM139 has data for - 55°C and + 125"C, 
even though we want only -40°C and +85"C. It is clearly reasonable to use the wider 
temperature data limits, since they certainly provide a bound on the actual temperature 
limits. In case of problems, it might be possible to look at a device in the same family 
with reduced temperature range-but this choice introduces some uncertainty (is it 
really the same?). Moreover, you'll often find no change in the data. The manufacturer 
is simply taking batches of devices and labeling them according to what tests they 
pass! 

One more thing to pay attention to is the format used when the data sheet directly 
provides the worst-case number over temperature. For example, the LM139 Iib, which is 
specified at room temperature as a maximum of IOOnA, is specified over the temperature 
range considered as a maximum of 300nA. Rather than leaving the tempco column 
conhsingly blank, it is better to pretend there is a temperature delta of 200nA, and use this 
in the data presentation to show why the answer is 300nA. 

Finally, the part you are using may be underspecified. For example, an output 
electrolytic capacitor might not specify ESR at all, or specify it only at 60Hz. 

Practical Note The best plan is to stay away from parts that are underspecified. Just 
because one sample worked in the lab, what makes you think the next one will be 
satisfactory? If you have to use such a part, it is safe to assume that the under- 
specified parameter is zero, or limited by another factor (e.g., power supply voltage). 
For the example of the electrolytic capacitor at the output of a power supply, 
assuming the ESR is zero will minimize the phase margin, clearly giving the worst 
case. 
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Worst-case Analysis: Comparator Trip Levels 

With the data tabulated, it is now possible to do the analyses, the first of which is to 
determine the voltage level at which the comparator will go from a low state to a high, both 
the minimum value and the maximum value. This information directly tells you, for 
example, the minimum current at which the circuit being monitored will hnction (so you 
know that it won’t trip during normal operation) and the maximum current at which this 
circuit will start to hnction (so you don’t pull so much current that something blows up). If 
the analysis reveals values that turn out to be unacceptable, you can go back and change 
the values and tolerances of the resistors, or possibly the type of comparator being used; 
the WCA of course shows which changes would be most effective. 

Starting then with the minimum trip level, the minimum will occur for the minimum 
reference voltage from the PWM, which Table 10.1 lists as occurring at -4o”C, 4.999V 
Thus the comparator will certainly trip high or will have tripped high when the voltage at 
its noninverting terminal is 4.999V Let’s consider the factors that influence the voltage at 
this terminal. Foremost of course is the two resistors: the Im resistor forms a divider 
network for the input voltage with the 1 OOkQ, which goes to the output of the comparator. 
(Remember that comparator output is assumed to be low because the comparator hasn’t yet 
tripped.) This output is not ground, though, because the comparator is sinking current from 
the 4.75kR resistor and thus has a saturation voltage. Additional factors are a potential 
offset voltage for the comparator, and its input bias and offset currents. Let’s tote all these 
factors up into an equation: 

VhP + v,, - 4.999V 4.999v - v, 
1 oom + l ib  + Ii,, = 1m 

Here, Vtrip is the voltage that is causing the transition; the other notations are obvious. This 
is just Kirchhoff’s law, that all the currents into the node at the noninverting input of the 
comparator must sum to zero. Since we want to find the minimum trip level, the offsets are 
added on to the trip voltage; that is, they are subtracted from the amount of current that the 
tripping voltage has to supply. Exactly the opposite will be done when we calculate the 
maximum trip level. Remember that offsets don’t have a sign: they can be either positive or 
negative. Here we are choosing the positive (maximum) because it makes for the minimum 
trip level. As for the resistor values, we can at once see that making the 1 kR as small as 
possible makes Vtrip small; and therefore making the lOOkQ large makes ?‘,rip small, 
because it multiplies the other side. Substituting values from Table 10.1, we write 

Vhp + 9mV - 4.999V 
986112 

4.999V - 430mV 
101,330R 

+ 300nA + lOOnA = 

and solving, Vhp, min = 5.052V These equations show what is meant by solving the 
problem “mathematically”: setting up an equation that determines the parameter, deter- 
mining which parameters should be minimized and which maximized, substituting values 
from a table of worst-case values, and then solving numerically, either with a calculator (in 
this simple case of one equation) or with a computer program (if there are several 
equations in several unknowns, as sometimes happens). 
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With this solution in hand, it is straightforward to see that the equation for the 
maximum trip level is the same, except with all the factors that were minima now maxima, 
and vice versa: 

V.,, + 9mV - 5.299V 5.299V - OV - 300nA - IOOnA = 
1013R 98,680R 

The only other differences involve the various offsets, which now have a polarity that 
hinders the tripping rather than helping, and the saturation voltage, which is now assumed 
to be OV rather than maximum. (It can’t be less than zero because the comparator has 
ground for its negative rail.) Solving, we have Vtrip, max = 5.363V 

Conclusion. The trip level will certainly be between 5.052V and 5.363V If this were 
the voltage across a current sense resistor, you could divide by the resistor’s value 
(including its worst-case!) and come up with the current levels at which this comparator 
circuit would trip. Note that you certainly could not have guessed this answer, say by 
adding 2% tolerance to a 5.1V reference, and adding 1% for the resistors. 

Worst-case Analysis: The BJT Is Normally Off 

The second analysis for the block of circuitry shown in Figure IO. I is to verify that the BJT 
is off when the comparator is low. The (potential) problem is the comparator’s output 
saturation voltage: after dropping through the diode, and sinking current into the lOkR 
base resistor, the voltage left should not be sufficient to turn on the BJT--otherwise. the 
converter could never start because the soft-start pin of the PWM was being held 
permanently low! In fact, precisely this can happen if the diode is not included in this 
circuit. 

To make the calculations manageable (the actual characteristics of both the diode 
and the base-emitter junction are exponential, making complete equations transcendental), 
we can start by considering that the BJT is supposed to be off and verifying that this is a 
self-consistent solution. This means verifying that all the other components of the circuit, 
under the assumption that the BJT is off, in fact work in a way guaranteeing that it is off. 
This is a frequently used technique for dealing with discrete semiconductors. Although the 
results are the same as those found for writing out the full transcendental equation set, and 
then solving them numerically, the results are more humanly understandable-and there- 
fore easier for a human to check. The author has seen commercially available numerical 
software that does not converge to the correct solution for problems of this sort. 

To summarize the procedure before starting: we’re going to find the maximum base- 
emitter voltage of the BJT when it’s still off by putting the minimum listed collector current 
into the transistor, finding the corresponding base current by looking at the beta, and then 
observing that the Vbe doesn’t change as the collector current is decreased beyond this 
point, even to OA. To get this Vbe requires current through the base resistor; but this current 
comes through the diode, which has a forward voltage to conduct that much resistor 
current. The sum of the base-emitter drop and the V f  of the diode will be greater than the 
comparator’s saturation voltage. Again: even to get “zero” collector current calls for some 
base-emitter voltage. But this requires current into the base resistor, and getting this 
current requires a diode drop, since the saturation voltage of the comparator isn’t high 
enough to provide the base resistor with enough current to turn the transistor on. 
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The BJT’s base current must thus by assumption be tiny. The smallest listed Vbe in 
the data book is for I,  = lmA, at which in worst-case Vk = 446mV. We can estimate the 
beta: guaranteed minimum at 25’C is 70; according to the data curves, 1mA corresponds 
to a normalized factor of 0.8. At -55°C the normalization is 0.4, so the minimum 
p = (70 x 0.4/0.8) = 35. The 1 mA of collector current then corresponds to a base current 
of lmA/35 = 29pA. Furthermore, the curve for Vbe versus I ,  appears flat below 
I, = lmA, so as long as we’re below the 446mV on the base, the transistor can be 
assumed to be off. 

Now, to get 446mV on the base, we need a minimum current through the base 
resistor of 446mV/IOkSl, which is minimum when the lOkR is maximum: 
I = 446mV/10,133R = 44pA. This current has to come through the diode. Now no 
manufacturer provides data specifying minimum forward voltage of a diode. Instead, the 
best we can do is to estimate a bound on the minimum Vf. Looking at the curves (which go 
down only to IOOpA), at 100°C the V, = 300mV. Since we are actually dealing with lower 
temperatures (and Vf increases with decreasing temperature), this is a good curve to 
choose for a minimum; tracing out the curve, it is clear that the Vf must be at least 200mV. 
So for the transistor to turn on, we need at least 446mV + 200mV = 646mV. But since we 
already know that the maximum output saturation voltage of the comparator is 430mV, we 
know also that there is more than 200mV of  margin to ensure that the transistor is off. 

You can see what happens if the diode is not there: the margin is only 
446mV - 430mV = 16mV, and there might be enough inaccuracy in the base-emitter 
calculations to cause the BJT to turn on. This certainly would be the case if the 4.75kR 
pull-up were any smaller. So the diode and the base resistor do need to be there; in general, 
you just design all your “comparator driving base” circuits with the diode and base 
resistor. Then it’s not necessary to repeat this calculation each time. 

The conclusion is that the BJT stays off during normal operation. 

Worst-case Analysis: How Long Until the PWM Is Turned 
Off? 

The final analysis done in this example is to determine the maximum amount of time the 
BJT might take to discharge the soft-start cap. Since this circuit is being used as a current 
limit, you don’t want much delay till shutdown, when the overcurrent condition occurs. 
The result of this analysis might pass on to a worst-case thermal analysis, say, o f  the 
switching transistor, to ensure that it can take the overcurrent for the calculated time 
without blowing up. The BJT has limited drive current, and finite beta, so it will pull 
current fiom the capacitor at some maximum rate, which then will determine when the 
PWM is off pin 8 has to be pulled down from its initial 5V to 0.5V to shut down. 

We’re going to start by ignoring the propagation delay of the comparator (typically, 
300ns) and look only at the capacitor discharging current; at the end, the delay will bc 
added in. Now we need to get the minimum base current. The current is set by the 12V 
supply (which we’ll assume is f 5 %  fiom another WCA not presented here), the 4.75kR 
resistor, and the forward drops of the diode and the base-emitter junction: 

12v - Vf - v, v,, -- 
4.75kR I OkSl [base = 

This is again Kirchhoffs law. Here, the current into the base resistor lessens the current 
available for the base. To find minimum base current, we take minimum 12V supply, 
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maximum diode drop and base-emitter drop, maximum limiting resistance, and minimum 
lOkR (choosing the lOkR to pull as much current away from the base as possible). 
Conveniently, maximizing V k  works in the correct direction for both terms, both 
increasing the current shunted away from the base and decreasing the current passing 
through the 10kR. If this had not been the case, we would have had to take the derivative 
of ]base with respect to V,, and found out whether minimum or maximum V ,  minimized 
[base. (Here, d l b a s e / d v &  < 0, so we need maximum V,.) We are assuming in Table 10.1 
that the collector current will be approximately 50mA; this is just an estimate, but it will be 
justified a posteriori by the calculation; that is, we assume this value, and at the end that 
value will be derived, showing that it was a self-consistent assumption. Substituting values, 
we write 

11.4V - 1.13V - 1.07V 1.07V -- 
4813R 9868R Ibase = 

or [base, min = 1.80mA. 
Having the minimum base current, we can find minimum collector current by 

determining minimum hfe. At 50mA of collector current, minimum beta is 34, which 
requires a base current of 50mA/34 = 1.47mA, quite close to the actual calculated 
minimum base current; this then justifies the assumption we made in estimating Vbe. 

So with a minimum beta of 34, the minimum collector current will be 
1.80mA x 34 = 61mA. Now the capacitor is originally charged to the 5V reference and 
has to pull down to O S V .  In equations, since I = C(dV/dt) and t = C(AV/I), discharge 
time t will be maximum for maximum capacitance and minimum collector current, as we 
already know. One additional factor is that pin 8 is still sourcing current, and so this factor 
should also be maximum. The whole equation is: 

CAV 
t =  

IC - Ipin8 

Substituting numbers, we have 

13.8nF(5.299V - OSV) 
6 1 mA - 20pA 

t =  

and of course the pin 8 current is negligible. We end up with tmax = 1. Ips, surely fast 
enough. Adding the propagation delay gives 1.4ps, so this value doesn’t affect the matter. 
The conclusion is that when the input pin to this circuit exceeds the limit, the PWM IC will 
be turned off quite quickly. 

Stress Analysis 

Having done all of the worst-case analysis, for completeness we’ll now do a stress analysis. 
The goal of a stress analysis is to guarantee that in operation, no component will be 
overstressed; or better, that no component will have applied to it stresses that are too close 
to its ratings. If a part is operated right at its maximum rating, not only is it more likely to 
occasionally have its rating exceeded during a transient, but also its MTBF is greatly 
increased. A stress analysis reveals which parts are likely to have a large influence on the 
reliability of the design. 

The stress analysis itself simply is a table listing the stresses each part in the circuit 
sees, compared with the rated limits for the part. The comparison is done as a percentage, 
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that is, stress = actual/rating. Some companies provide derating guidelines (e.g., “resis- 
tors shall dissipate no more than 70% of their rated power”). If such a list is not available, 
it is probably acceptable to take the following as a rule: 

Practical Note Steady-state stresses should not exceed 90% of the manufacturer’s 
ratings, and transient stresses should not exceed 100% of the manufacturer’s ratings. 

I I 

The end result is a column in a table like Table 10.2, showing that each part passes. 
The stresses to be analyzed can be taken to be those that affect the reliability of the 

part, such as in MIL-STD-217. You would naturally expect to see data on power in a 
resistor, voltage on a capacitor, forward current and reverse voltage for a diode, and so on. 
Not every parameter a manufacturer specifies needs to be analyzed, only those that relate to 
the survival of the part. 

Let’s examine Table 10.2. The first column lists the components, each repeated as 
many times as there are stresses. Thus the LM 139 is repeated three times, once each for its 
supply voltage, differential voltage, and common mode voltage. Normally, there would 
also be a column to list reference designators (since, e.g., a block could have several 1 kR 
resistors), but we haven’t bothered to assign references in this example. The parameter 
examined is in the next column, followed by the rating of the part, from the manufacturer’s 
data sheet. 

The actual stress is calculated in column 4. For most parts in a design, it is adequate 
to estimate the stress, since this value will be far less than its rating. For example, it’s not 
necessary to think very hard to see that since the circuit has a maximum of 12V, the power 
dissipated in the IOOkR resistor can’t be more than ( 12V)2/100kR = 1 SmW, which is far 
less than the part’s rated IOOmW, we therefore don’t care about its actual operation. 
Similarly, the lOkR resistor can have only about IV on it, since it is clamped by the base- 
emitter junction; we don’t even bother to list microwatts-just call it 0 watt. On the other 
hand, for the I k R  resistor, we calculate that the maximum voltage on the comparator side 
is 5.299Y and since the other side can be OV, the power in the resistor could be as high as 
(5.299V)2/986R = 28mW, where we have used the minimum resistance value to get 
maximum power. As already stated, stress = actual/rated, and every cell in the Pass 

TABLE 10.2 Example Stress Analysis Table 

Part value Parameter Rating Actual stress Stress (%) Pass 

I kR 
4.75kR 
I OkR 
I OQkR 
I OnF 
IN4148 
IN4148 
2N3904 
2N3904 
LM 139 
LM139 
LM 139 

l00mW 
IOOmW 
IOOmW 
l00mW 
5ov 
20omA 
1 oov 
40V 
200mA 
36V 
v c c  

vcc  

28mW 
34mW 
OmW 
I SmW 
5 v  
3mA 
ov 
5V 

12v 
5V 
5V 

28 
34 
0 
2 

I O  
1 
0 

12 

33 
42  
42 

Y 
Y 
Y 
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column should have a Yes. In some rare instances, a part doesn’t in fact pass; this should be 
taken as a strong recommendation to substitute a part with a larger rating in the design, or 
give a satisfactory explanation for the failure. 

The row for the maximum collector-emitter current in Table 10.2 hasn’t been filled 
in because the analysis wasn’t performed; we leave it to the reader to do this analysis, and 
decide whether the collector should in fact have a resistor to limit the current. In reaching 
this decision, it is probably acceptable to have an I,, up to 40OmA, since the 200mA is a 
DC rating, and BJTs can safely take double their rated current in a pulse (cf. Chapter 3). If 
this rule is adopted, an explanatory note at the end of the table would be needed. 

Conclusions 

The conclusions of the overall analysis of the circuit block are the results of each 
individual analysis: the comparator will trip between 5.052V and 5.363V; the BJT stays 
off when it’s supposed to; the trip on overcurrent occurs in less than 2ps; and all parts are 
properly derated. Presumably these results could be checked against specifications, or, as 
indicated, passed on to the next WCA as input data. 

SOME CONCLUDING THOUGHTS 

As is evident from our detailed example, a fairly substantial amount of work goes into 
creating a WCA. However, there are no mysteries involved, just a lot of slogging through 
messy algebra. At the end of such an analysis, you can feel assured that the circuitry will 
work every time in production. 

In general, given a good design at the start, very little circuitry has to be added to 
guarantee worst-case operation. By far the most common problems found in WCA entail 
values that must be be slightly adjusted. Occasionally a circuit will need some redesign, 
but experience in WCA will guide you in avoiding such designs from the beginning. There 
is thus usually not too much cost to production in assuring the circuit’s good performance; 
the cost rather is up front in the designer’s time, where it should be. WCA should be made 
a part of every design intended for production. 
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List of Acronyms 
Used in the Book 

and Some Symbols 

B JT 
BNC 
c.m. 
COG 
CAD 

CGS 
CM 
DMM 
DVM 
EEPROM 
EMC 

EM1 
EMV 
ESD 
ESR 
FEA 
FET 
IGBT 
1, b 

[io, 

JFET 
LED 
LlSN 
MKS 
MLC 
MOSFET 

MOV 
MPP 

Bipolar junction transistor, now commonly used only in small-signal applications. 
A type of circular connector used for coax. 
Circular mils; 1 c.m. = 5 . 0 7 ~  
(“cee zero gee”) A type of capacitor with essentially zero temperature coefficient. 
Computer-aided design, a common design step in which software is used to lay out traces on a 

Centimeter-gram-second; one of the standard systems of units. 
Common mode; noise current that is in both the power and return lines relative to ground. 
Digital multimeter. 
Digital voltmeter. 
Electrically erasable programmable read-only memory. 
Electromagnetic compatibility; ability of two or more systems to work together in the presence of 

Electromagnetic interference; electronic noise causing problems in another system. 
Electromagnetic vulnerability; susceptibility to electronic noise. 
Electrostatic discharge; the little spark you get when shuffling your feet across the carpet. 
Equivalent series resistance (of a capacitor). 
Finite element analysis. 
Field effect transistor, see MOSFET. 
Insulated gate bipolar transistor; the type of power device commonly used in off-line converters. 
Input bias current; the average leakage current into the inverting and noninverting terminals of a 

Input offset current; the difference between the leakage currents into the inverting and noninverting 

Junction field effect transistor (not commonly used in converters). 
Light-emitting diode; frequently used for a status display of the health of a converter. 
Line impedance stabilization network; a 5M impedance used for EM1 measurements. 
Meter-kilogram-second; one of the standard systems of units. 
Multilayer ceramic; a very low ESR capacitor. 
Metal oxide semiconductor field effect transistor; the most common power device used in 

Metal oxide varistor; a type of voltage clamping device used for high power transients. 
Molypermalloy powder; a type of magnetic material used for DC inductors. 

cm2. 

PCB. 

each others’ electronic noise. 

comparator or op amp. 

terminals of a comparator or op amp. 

converters. 
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MTBF 
NiCd 
NiH 
NiMH 
NM 
NPN 
NFQ 
PCB 
PFM 
PNP 
PWM 

rf 
R W Z )  
RMS 
TTL 
W L O  

RDS.on 

VDE 

VRM 
Vr 
VOS 

WCA 

Mean time between failures. 
Nickekadmium; a type of rechargeable cell. 
Nickel-hydrogen, a type of rechargeable cell. 
Nickel-metal hydride; a type of rkchargeable cell. 
Normal mode; noise current that flows in the power line relative to return. 
One of the two types of BJT. 
A type of capacitor with essentially zero temperature coefficient. 
Printed circuit board. 
Pulse frequency modulation. 
One of the two types of BJT. 
Pulse width modulation. 
On resistance, drain to source; the resistance of a fully on MOSFET. 
Radio frequency, electromagnetic radiation, used in this book as it pertains to EMI. 
Right-half-plane (zero); position of a zero that can cause instability in a system. 
Root-mean-square; one method of doing worst-case analysis. 
Transistor-transistor logic; a standard type of logic gate. 
Under-voltage lockout; a type of circuit that keeps an integrated circuit off until the supply voltage 

A standards group in Europe responsible for safety and EMC; also refers to standards from this 

Voltage regulation module. 
Forward voltage; the voltage drop from anode to cathode of a diode. 
Offset voltage; the equivalent input voltage to a comparator or op amp even when both inputs are 

tied together. 
Worst-case analysis. 

is high enough. 

group. 



Data Sheets for 
Worst - Case Anal y s is 

The figures in this Appendix provide the datasheets used to extract parameters for the 
worst-case analysis of Chapter 10. 
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COMPUTER DIODE 
General Purpose 
Switching 

FEATURES 
Metallurgical Bond 
Qualified to MIL-S-19500/116 
Planar Passivated Chip 
DO-34 or DO-35 Package 
Non-JAN Available 

1N914; JAN, JANTX 1N914 
1N4148; JAN, JANTX, JANTXV 1N4148 

1N4531; JAN, JANTX, JANTXV 1N4531 
JAN, JANTX, JANTXV 1N4148-1 

DESCRlPnOlY 
This series is very popular for general 
purpose switching applications in 
electronic equipment. 

ABSOLUTE MAXIMUM RATINGS, AT 259: 
Reverse Breakdown Voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . , . , . . . . . . . . . . . , . , . . . . . lOOV 
Peak Working Voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . . . . , . . , . , . , . ,75V 
Average Output Current, 1N914 . . . . . . . . . . . . . . . , . . , . , . . , . . . . , , , . . . .75mAdc 

1N4148.. . . . . . . . 
1N4148-1 . . . . . . . . . . . . . . . . . . . . . . , . . , . , . , . . . . . . . ZOOrnAdc 
1 N453 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . . 125mAdc 

Surge Current, 8.3rns . . . . . . . . . . . . . . . . . , . , . , . , , . . . , . , . . ,500mA 
Operating Temperature Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -65°C to +175"C 
Storage Temperature Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -65°C to +2OO"C 

.... 

MECHANICAL SPECIFICATIONS 

J. JTX 1N914 
J. JTX. JTXV 1N4148 

J. JTX. JTXV lN4148-1 
J. JTX. JTXV 1N4531 

A 

- f L e - &  c -  

J. JTX 6, JTXV 1N4531 J, JTX 1N914 
YILUYRERS YllLlYrnRS 

2 0 3 - 3 0 5  3 56- 7 62 

018- 022 ole- 022 

J. JTX. JTXV 1N4148 and 114148.1 
INCHES YlUlYETERS 

1 4 2 - 1 9 1  
3 5 6 - 4  57 

ole- 022 

m-34 
LN453l 

t 
d0-35 
1n914 

1N4148 

Figure A2.1 Vendor's data sheet for diode iN4148. (Courtesy of Unibode Semicon- 
ductor Products, Watertown MA.) 



Data Sheets for Worst-case Analysis 

Peak 
Reverse R 0 v e w  Reverse Reverse 
current Current Current Current 
@ 25% @ 25'C @ 25'C @ 1M'C 

25nAdc 0.5pAdc 1 0 0 ~ A  (pk) MpAdc 
@ @ @ @ 

V, = MVdc V, = MVdc V, = 75Vdc V, = 100'4 (pk) 

243 

Reverse 
current 
@ 1W.C 

lOOpAdc 
@ 

V, = 1Ndc 

Fomard 
Recovery 

Time I Foward 
Recovery I VOlbBe 

Fomard 
voltam 

Reverse 
Recovery 

Time 

M n s  
@ 

I, = SOmAdc 

5ns 
@ 

I, = I, = lOmA 
R, = 100 ohms 

1.OVdc 
@ 

I, = lOmAdc 

V, = OV, f = 1 MHz 
v . ; ~  = 50mV (pk-pk) 

2.8 pF @ 
V, = l.SV, f = 1 MHz 

5.0V (pk) 
@ 

I, = SOrnAdc 

Reverse Voltage vs. Reverse Current 
0.WI 
.w2 

,005 

0.01 - 
Q, .OZ 

5 .os 
;;I 0.1 
5 .2 

9 1.0 

z 2  

- 

u 
w .5 

!. 1: 

20 

M 
l O O l / I  II I 11 ! ! H-r-1 I I I 

140 130 120 110 100 90 80 70 60 M 40 30 20 10 0 
V, - REVERSE VOLTAGE (V) 

I %  OF PIV) 

Figure A2.1 (Confinued) 

ELECTRICAL SPECIFICATIONS (at 25% unless noted) 

1N914; J. JTX 1N914 
J. JTX. JTXV 1N4148-1N4148-1 

1N4531; J, JTX. JTXV 1N4531 

~~~~ 

. I  .2 .3 ,4 .5 .6 .7 .8 .9 1.0 1.1 1.2 1.31.4 1.5 

V, - FORWARD VOLTAGE (VI 

Figure A2.1 (Confinued) 
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Qunnri.tie Spbol 
Thermal Resistance, Junction to Ambient 

Thermal Resistance, Junction to Case 
R ~ J A  

RBJC 

App. 2 Data Sheets for Worst-case Analysis 

M u  Unli 

200 "CMI 
83.3 "c/w 

~~~ 

MAXIMUM RATINGS 

Collector-Emitter Breakdown Voltage(1l 

Colleclor-Bass Breakdown Voltage 

Emitter-Base Breakdown Voltage 

Base Cutoff Current 

Collector Cutoff Current 

(IC = 1.0 mAdc, Ig = 0 )  

(IC - 10 pAdc. IE = 0) 

l l ~  = 10 pAdc. IC = 0) 

(VCE = 30 Vdc, VEB = 3.0 Vdc) 

NCE = 30 Vdc. V E ~  = 3.0 Vdcl 

*THERMAL CHARACTERISTICS 

V(BR)CEO 40 - Vdc 

V(BR)CBO 60 - VdC 

V[BR)EBO 6.0 - Vdc 

IBL - 50 nAdc 

k E X  - 50 nAdc 

Cumnt-Gain - Bandwidth Producd 
(IC 10 mAdc, VCE = 20 Vdc, f = 100 MHzI 2N3903 

2N39W 

2N3903 
2N3904* 

Mnz 
- fT 

250 
300 - 

CASE 29-04, STYLE 1 
TO-92 [TO-226AA) 

3 Collmor 

88.8 

1 3 +3 1 Emitter 

GENERAL PURPOSE 
TRANSISTORS 
NPN SIUCON 

ON CHARACTERlsTlCS 

DC Current Gain111 
( I C  = 0.1 mMc. VCE = 1.0 Vdc) 2N3903 

2N3904 

(IC = 1.0 mMc, VCE = 1.0 Vdc) 

(IC = 10 mAdc, VCE = 1.0 Vdcl 

(IC = 50 mAdc, VCE = 1.0 Vdcl 

(IC = 100 mAdc, VCE = 1.0 Vdc) 

2N3903 
2N3904 

2N3903 
2N3904 

2N3903 
2N3900 

2N3903 
2N3904 

Collector-Emitter Saturation Voltsgell) 
(IC 5 10 mAdc, Ig = 1.0 mAdc1 
(IC = 53 mAdc. Ig - 5.0 mAdc) 

BsraErninar Saturation Voltage(1) 
I I r  = 10 mAdc. 1. = 1.0 mAdcl 

hFE I E 
35 
70 

60 
1W 

I 15 

0.2 
0.3 

0.85 
0.95 

- 

Vdc 

Vdc 

Figure A2.2 Vendor’s data sheet for NPN transistor 2N3904. (Copyright of Motorola, 
used by permission.) 
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Daisy Tims 

Rim Time 

Storage Time 

Fall lime 

245 

(Vcc = 3.0 Vdc. V ~ E  = 0.5 Vdc, td 36 ne 

tr - 36 ns IC = 10 mAdc, Igl = 1.0 mAdc) 

- 175 ne 
- 200 

(Vcc = 3.0 Vdc, IC = 10 rnAdc. 2N3903 ts 

' 1  50 ns 

- 

Igl = Ig2 = 1.0 rnAdc) 2N3904 
- 

213903 2N39W 

FIOURE 2 - STORAOE AND FALL TIME 
EQUIVALENT TEST CIRCUIT 

FIGURE 1 -DELAY AND RISE TIME 
EOUIVALENT TEST CIRCUIT 

: C, < 4 pF' - 0.5 V 
< 1 nr IN916 

.Total shunt capacltanm of ton 110 and WnnmOR 

TYPICAL TRANSIENT CHARACTERISTICS 
-TI  - 26°C "-1, - 126% 

FIOURE 3 - CAPACITANCE 
10 

1 .o 

5.0 

5 3.0 

2.0 
3 

I O  
0.1 0.2 0.3 0.5 0.7 1.0 2.0 3.0 5.0 7.0 IO M 30 Io 

REVERSEBIASVOLTAErnHIln) 

Figure A2.2 (Confinued) 
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213903 213904 

FIQURE 6 - TURNQN TIME 
500 

300 

lm 

im 

3 ;  
i o  

m 

10 
1.0 
5.0 

I O  2 0  30  50 io IO m JO 50 io im lm 
t. ayLtcT0ll mull 0 

FIGURE 7 - STORAQE TIME 
y10 

xm 
ma 

2 im i' 
EJO 
r f m  

10 

10 
5 0  

I O  20 30 50  io IO m JO 50 m im mo 
IC ccllMcTcm cmm 0 

FIGURE 6 - RISE TIME 
5m 

300 

zw 

100 

8 io 
- 
g5O 

5 
m 

10 

70 
5.0 

10 20  30  5.0 1.0 10 20 30 50 70 100 2m 
t. m m c m  cuRRcI(T IW 

FIQURE 8 - FALL TIME 

1.0 2.0 3.0 5.0 xo IO 20 JD 50 io im mo 
IC. CwEclCa C M W N l  0 

TYPICAL AUDIO SMALLSIGNAL CHARACTERISTICS 
NOISE FIGURE VARIATIONS 

Bmndwidth - 1 0 HZ 
VCE 6 0 Vdc. TA - X0C, 

FIGURE 10 FIGURES 
12 I4 

12 

IO 

10 

P I '  

I s  
Y ! 4  Y! 

4 

I' 
2 2 

0 1  0 2  0 4  I O  20 40  IO a u) im 
0 
0 1  0 2  04  10  20  4 0  10 20 49 IW 

0 

I FRfWEMXkbl RC SWRCE RlSlSlUnE (kohmrl 

Figure A2.2 (Continued) 
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213903 2N3904 

h PARAMETERS 
(VCE 10 Vdc, f = 1.0 kHz, TA = 2 9 0  

FIGURE 11 -CURRENT GAIN 

zw 

5 E Im 
= 
u 

f 70 

M 

I l l  I 1  I I 1 1 1 1 1  
30 

0.1 0.2 0.3 0 5 I 0 2.0 3 0 5.0 10 
IC. COLLEClMI C U R R E l  Imll 

FIGURE 13 - INPUT IMPEDANCE 
20 

10 

I so 

E 1 0  

f p 20  
- 

2 
o s  

02  
0 1  02 0 3  0 5  3 0  1 0  20  5 0  IO 

iC, cottEcrmcum~m I ~ I  
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FIGURE 12 -OUTPUT ADMITTANCE 
100 

M 

lWI 
6 10 

3 

t 5 5.0 
I 

2.0 

I O  
0.1 0 2 0 5  0 5  1.0 2 . 0 3 0  5.0 IO 

IC. COLLECTOR CURRfNT ImlJ 

FIGURE 14- VOLTAGE FEEDBACK RATIO 
10 

7.0 

& 5.0 
5 
0 2 3.0 

3 
g 2.0 
L w 0 z 

? 1.0 

0.1 

0.5 
0.1 0.2 0.3 0.5 1.0 2 . 0 3 . 0  5.0 IO 

IC. MULCTDR cwm M) 

TYPICAL STATIC CHARACTERISTICS 
FIGURE 15 - DC CURRENT GAIN 

IC. COLLECTMI CURREHI ImIJ 

Figure A2.2 (Continued) 
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1.0 

App. 2 Data Sheets for Worst-case Analysis 

2N3903 2N39W 

FIGURE 16 - COLLECTOR SATURATION REGION 

0 
0.01 0.02 0.03 0.05 0.07 0 I 0.2 0.3 0.5 0.7 1.0 2.0 3.0 5.0 7.0 10 

11. BASE CURRLNT WAI 

FIGURE 18 - TEMPERATURE COEFFICIENTS 

io COLLECTOR CURRENT i d  

Figure A2.2 (Continued) 
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MOTOROLA 
SEMICONDUCTOR - 
TECHNICAL DATA 

249 

LM139,A 
LM239,A, LM2901, 
LM339,A, MC3302 

MC3302 

Input DiHerential Vonage Range 
LM139. AiLM239. AlLM339. AJLM2901 

MC3302 

Quad Single Supply Comparators 

+30 or r15 

36 
30 

VIDR Vdc 

These comparators are designed for use in level detection, low-level sensing 
and memory applications in consumer automotive and industrial electronic 
applications. 
0 Single or Split Supply Operation 

0 Low Input Bias Current: 25 nA (Typ) 
0 Low Input Offset Current: S O  nA (Typ) 

0 Low Input Offset Voltage: *1 .O mV (Typ) LM139A Series 

0 Input Common Mode Voltage Range to Gnd 
0 Low Output Saturation Voltage: 130 mV (Typ) Q 4.0 mA 
0 TTL and CMOS Compatible 

0 ESD Clamps on the Inputs Increase Reliability without Affecting Device 
Operation 

MAXIMUM RATINGS 
I Ratlng I Symbol I Vabe I Unit 1 

. .  
Input Current (Vin < - 0.3 Vdc) (Note 2) 
Power Dissipation @ TA = 25°C 

Ceramic Plastic Package 

Junflion Temperature 
Derate above 25°C 

Ceramic 8 Metal Packaae 

Power Supply Voltage VdC 
LM139. AiLM239. AJLM339AJLM2901 I vcc I +36orr18 I 

II J 

lin 50 mA 

W 1 .o 
8.0 mWPC 

"C 
1 75 

PD 

TJ 

Plastic Package 

I I I 

Input Common Mode Voltage Range I V~CMR I -0.3toVcc I Vdc 
Outout Short Circuit to Ground (Note 11 I ICP I Continuous I 

1 150 1 
Operating Ambient Temperature Range 

LM139. A 
TA "C 

-5510 +I25 
I LM239.A I I -25to+85 I I 

Device 
LM139J. AJ 
LM239D. AD 
LM239J. AJ 
LM239N. AN 
LM339D. AD 
LM339J. AJ 
LM339N. AN 

~~~~~~ 

MC3302 
LM2901 
LM339. A 

Temperalure 

5 5 "  to +125'C Ceramic DIP 
SO-I4 

-25" to +85% Ceramic DIP 
Plastic DIP 

SO-14 
0" to +709C Cerqic DIP 

Plastic DIP 

4 0 ° t o  +105"C p l ~ ~ l ~ l p  

Range PeCke* 

4 0  to +85 
4 0 1 0  +lo5 1 010+70 1 I 

MC3302L 
MC3302P 

I I I 
Slotage Temperature Range 1 TS~Q I -65 to +I50 "C 

4oo to +850c 

Figure I. Circuit Schematic 
VCC p p + Input -Input p p Output 

b Gnd 
NOTE: Diagram shown is for 1 comparator. I 

QUAD COMPARATORS 

SILICON MONOLITHIC 
INTEGRATED CIRCUIT 

I 

PIN CONNECTIONS 

Oulput2 O W 3  

oulpul 1 Dulpul4 

vcc Gnd 

- Input1 t Inpul4 

t Illputt -Input4 

- lnpul2 t Input 3 

t Input 2 -Inpull 

Figure A2.3 Vendor's data sheet for Quad Comparator LM139. (Copyright of Motorola, 
used by permission.) 
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LM139,A, LM239,A, LM339,A, LM2901, MC3302 
Typical Characteristics 

(Vcc - 1.5 Vdc. TA - +25% (each comparatoc) u n h  othemlse noted.) 

nNN 4. -1h.d O f b l  VOhOgO Flgum 5. Input Bbs Currsnt 

4a- - 1.0 

0 

Flgure 6. Output Sink Current versus 
Output Saturation Voltage 

1.0 

g '.O 

i5 ao er G 2.0 

l ~ a l o ~ 4 a l 5 a l  
Vta. Ourfw .smUmO~wxTAoE (mv) 

Figure A2.3 (Conrinued) 
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UC1825 
uc2825 
uc3825 

High Speed PWM Controller 
FEATURES DESCRIPTION 

Compatible with Voltage or Current Mode 
Topobgies 

Practical Operation Switching Frequencies 
to 1MHz 

5orrs Propagatlon Delay to Output 
High Current Dual Totem Pole Outputs 
(1.5A Peak) 

Wde Bandwidth Error Amplifier 

Fully Latched Logic with Double Pulse 

Pulse-by-Pulse Current Limiting 

Soft Start I Max. Duly Cycle Control 

Under-Voltage Lockout with Hysteresis 

Low Start Up Current (1 . I  mA) 

Trimmed Bandgap Reference (5.1V*I%) 

suppression 

The UC1825 family of PvllM control ICs is optimized for high fre- 
quency switched mode power supply applications. Particular care 
was given to minimizing propagation delays through the comparators 
and logic circuitry while maximldng bandwidth and slew rate of the 
error amplifier. This controller is designed for use in either current- 
mode or voltage mode systems with the capability for input voltage 
feed-fornard. 

Protection circuitry 'includes a current limit comparator with a 1V 
threshold, a TTLcompatible shutdown port, and a soft start pin which 
will double as a maximum duty cycle damp. The loglc Is fully latched 
to provide jitter free operation and prohibit multiple pulses at an out- 
put. An under-witage lockout sectkn with 8OOmV of hysteresis 8s- 
sures low start up current. During under-voltage lockout, the outputs 
are high impedance. 

These devices feature totem pole outputs designed to swm and 
sink high peak currents from capacitive loads, such as the gate of a 
power MOSFET. The on state is designed 8s a hlgh l e d .  

LOCK DIAGRAM 

Clock 

RT 

CT 

Ramp 
EIA Out 

IN: 

vc 
Out A 

Out B 
Pwr Qnd 

Soft Start 

ILIM/SD 

vcc 

Qnd VREF 

uMIQ?ooDl 

Figure A2.4 Vendor's data sheet for PWM controller UC2825. (Courtesy o f  Unitrode 
Semiconductor Products, Watertown MA.) 
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PARAMETERS 

uc3825 
ABSOLUTE MAXIMUM RATINGS (Note 1) 
Supply Voltage (Pin8 13,15) . . . . . . . . . . . . . . . . . . . . . . . .  30V 
OutDut Current. Sourn or Slnk lPlns 11. 14) 

CONNECTION DIAGRAMS 
DlL-16 (Top View) 

uc3825 UC1825 
TEST CONDITIONS uc2825 

MIN 1 Typ [ MAX MIN lYP I MAX UNlTs 

. ,  
Dc . . . . . . . . .  ............................. 0.5A 
P u b  (0.5m) ............................. 2.0A 
h a b g  Inputs 
(Pins 1.2,7). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3V to N 
(Pin 8.9). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -0.3V to 6V 
Clock Output Current (Pin 4) . . . . . . . . . . . . . . . . . . . . . . .  -5mA 
Error AmplMer Output Current (Pin 3) . . . . . . . . . . . . . . . .  5mA 

. . . . . . . . . . . . . . . .  2omA 

. . . . . . . . . . . . . . . . . .  5mA 
Power Dlsslpatlon ................................ 1 W 

Lead Temperature (Soldering. 10 seconds) 300°C 
N o t a  1: AIJ Vdtages are wflh respect to GND (Fin 10); a// cur- 
rmts are @t/w hto, negadhre out ofpart; pln numbers refer to 

Note 3: Consult Unitrode Integrated Cimit Databodc for her- 
mal Ilmlladons and conslderat/ons of package. 

Son Start Slnk Current (Pln 8) . 
Oscillator Charging Current (Pin 

Storege Temperature Range . . . . . . . . . . . .  +150"C 

DIL-16 packege. 

SOIC-16 (Top View) 
DW Package 

INV VREF5.1V 

HI vcc 
€ I &  out Oul E 

Clock vc 
RT Pwr Gnd 

CT out A 

Ramp Gnd 
Soft  Start ILtMlSD 

J Or N Package 

PLCC-20 & LCC-PO 
crop view) 
Q & L Packages 

Figure A2.4 (Continued) 



254 App. 2 Data Sheets for Worst-case Analysis 

uc1811 
uc2625 
uc3825 

ELECTRlCAL CHARACTERISTICS 
(cont.) 

Unlsss 0theMMle stadsthese S p e c l ( i ~ t l ~ ~  apply for, Rr = 3 . l k ,  Cr 
= InF, Vcc = 15V, -55"c*T~425'Cforlhe UC1825,-4O*~T~<85~CForh 
UC2825, and O"CcTA<70°C for the UC3825. TA=TJ. 

TEST CONMTlONS 

TNs penvneter not 100% iestedin produclion butguarenteed by design. 

Figure A2.4 (Continued) 
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UC1825 
uc2825 
u-5 

High speed circuits demand careful attention to layout Schottky diode at the output pin will sew this purpose. 3) 
and component phcemenf. To assure proper perlbrmance Bypass vcc, Vc, and WEF. Use 0.1 pt= mondlthlc ceramk 
of the UC1825 foUow these rules: 1) Use a ground plane. capaciton with low equlMlent serles inductance. Alan 
2) Damp or clamp parasitic inductive kick energy from the less than 1 cm of total lead length for each CapaCitM be- 
gate of d r k n  MOSFElk. Do not allow the output pins to tween the bypassed pin and the ground plane. 4) Treat 
ring below ground. Aseries gate resistor or a shunt 1 Amp the thing capacitor, (3, Ake a bypass capadtor. 

Prlnted Clrcult Board Layout Conelderatlone 

Error Amplifier Circuit 

Open Loop Frequency 

Simplified Schematic ----- 

I---/ 

Response Unity 
5 

4 

( V I  3 

2 

1 

Gain Slew Rate 

0 0.2 0.4 0.8 0.8 1.0 

TIME (ps) 

100 1K 10K lOOK 1M 10M 100M 

FREQ (Hz) 

PWM Applications 

Conventional (Voltage Mode) Current Mode 

* A imall flltar mmy bo raqulrrd l o  
aupprai i  awIICh noli.. 

Figure A2.4 (Conrinued) 
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I I I I 
W I  

UC1825 
UC2825 

Oscillator Circuit UC3825 

I Deadtime vs CT (3k I; RT < 1 OOk) 

a o c r l .  7 

Timing Resistance vs Frequency I IDeadtime vs Frequency 

I FREa w-4 

Figure A2.4 (Continued) 
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utput Section 

Simplified Schematic Rise I Fall Time fCL= 1nF) 

16 

E 10 

$ 6  

0 

Tk* (W -- 
Saturation Curves Rise I Fall Time fCL=lOnF) 

2 
L O  
0 

3 

16 4 2 
L 8 10 > 

1 
$ 6  

0 0 
0 0.6 1.0 1.6 0 1 0 0 ~ ~ 4 m ~  

LaJT f4 
(I-) 

Figure A2.4 (Confinued) 
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